Abstract. Program algebra (PGA) is a basic and simple concept of a programming language which has been formulated by Bergstra and Loots in [9, 10]. Behaviors for programs in PGA can be given in the Basic Polarized Process Algebra (BPPA). Based on the theory of metric spaces as introduced in [5], we give a denotational semantics for BPPA. Models of BPPA are considered as complete metric spaces of a suitable mathematical structure. We show that a space consisting of projective sequences is an appropriate model for BPPA. Furthermore, using Banach’s fixed point theorem, we prove that the specification of a regular process in this space has a unique solution. This result suggests a model consisting of regular processes. We complete the paper by comparing several models of BPPA.

1 Introduction

In [9, 10], Bergstra and Loots introduce the basic program algebra PGA (Program Algebra) as an algebraic framework for the study of sequential programming. The primary application of PGA can be found in teaching because of its simplicity and easy memorizability. The virtue of PGA is that it can be used to answer the question “What is a programming language?” by providing simple and general constructions. The reader is referred to [9, 10] for details.

The description of processes is necessary to give a formal semantics for PGA. This description is based on Basic Polarized Process Algebra (BPPA) which maps programs into behaviors (or processes) [10]. Finding a model for BPPA is important because it helps to explain unexpected behaviors of programs. Moreover, it can help visualize processes. We shall employ the methodology of denotational semantics [18, 16] to approach this issue, whereby processes are defined as elements of some suitable mathematical structure.

In this paper, we will illustrate the technique taken from metric topology as introduced in [5, 1, 3] to give a denotational semantics for BPPA. We show that a metric space consisting of projective sequences is an appropriate model for BPPA. Furthermore, we prove that the specification of a regular process determines a unique process by means of Banach’s fixed point theorem. This suggests a model consisting of regular processes. We also show that the completion technique will give the same result as the approach based on complete partial orders (cpo’s) [6]. Finally, we discuss extensions of some models with abstraction [2] which is an important operator in process algebra.
The structure of this paper is as follows. Section 2 introduces the syntax of PGA and the description of BPPA. Section 3 shows that BPPA can be modeled as complete partial orders. In Section 4 we define models of BPPA as complete metric spaces. In Section 5 we deal with the uniqueness of the solution of a regular process specification. Section 6 compares the various models of BPPA. The paper is ended with some concluding remarks in Section 7.

2 PGA and BPPA

In this section, we recall the concepts of PGA and the description of program behaviors based on BPPA from [9, 10].

2.1 The syntax of PGA

Let \( \Sigma \) be a set of basic instructions. Each basic instruction returns a boolean value upon execution.

Definition 1. The collection of program objects in PGA over \( \Sigma \), denoted by PGA\(_{\Sigma}\), is generated by primitive instructions and two composition constructs. These primitive instructions are defined by

- **Basic instruction.** All \( a \in \Sigma \) are basic instructions. By the execution of a basic instruction, a boolean value is generated and a state may be modified. After execution, a program has to execute its subsequent instruction. If that instruction fails to exist, inaction occurs.
- **Termination instruction.** denoted by \( ! \), indicates termination of the program. It does not modify the state and does not return a boolean value.
- **Positive test instruction.** For each \( a \in \Sigma \), there is a positive test instruction denoted by \( +a \). If \( +a \) is performed by a program, the state is affected according to \( a \). In case \( true \) is returned, the subsequent instruction is performed. If there is no remaining instruction, inaction occurs. In case \( false \) is returned, the next instruction is skipped and the execution continues with the following instruction. If no such instruction exists, inaction occurs.
- **Negative test instruction.** For each \( a \in \Sigma \), there also exists the negative test instruction denoted by \( -a \). If \( -a \) is performed by a program, the state is affected according to \( a \). In case \( false \) is returned, the subsequent instruction is executed. If there is no subsequent instruction, inaction occurs. In case \( true \) is returned, the next instruction is skipped and the execution proceeds with the following instruction. If no such instruction exists, inaction occurs.
- **Forward jump instruction.** For any natural number \( k \), there is an instruction \( \#k \) which denotes a jump of length \( k \). The number \( k \) is the counter of the jump instruction.
  - If \( k = 0 \), the jump is to itself (zero steps forward). In this case inaction will result.
  - If \( k = 1 \), the instruction is skipped. The subsequent instruction will be executed next. If there is no such instruction, inaction will occur.
If \( k > 1 \), the execution will skip itself and the next \( k - 1 \) instructions. The instruction after that will be performed. If there is no such instruction, inaction will occur.

The two composition constructs are defined by

- **Concatenation.** The concatenation of two programs \( X \) and \( Y \) in \( \text{PGA}_\Sigma \), denoted by \( X; Y \), is also in \( \text{PGA}_\Sigma \).
- **Repetition.** The repetition of a program \( X \) in \( \text{PGA}_\Sigma \), denoted by \( X^\omega \), is also in \( \text{PGA}_\Sigma \).

Table 1 presents program object equations that identify representations of the same single pass instruction sequences (1-4), and structural congruence equations that take care of the simplification of chained jumps (5-8). Here \( X^1 = X \),

### Table 1. Program object equations and structural congruence equations

<table>
<thead>
<tr>
<th>Equation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>((X; Y); Z = X; (Y; Z))</td>
<td>(1)</td>
</tr>
<tr>
<td>((X^n)^\omega = X^\omega)</td>
<td>(2)</td>
</tr>
<tr>
<td>(X^\omega ; Y = X^\omega)</td>
<td>(3)</td>
</tr>
<tr>
<td>((X; Y)^\omega = X; (Y; X)^\omega)</td>
<td>(4)</td>
</tr>
<tr>
<td>(#n + 1; u_1; \ldots; u_n; #0 = #0; u_1; \ldots; u_n; #0)</td>
<td>(5)</td>
</tr>
<tr>
<td>(#n + 1; u_1; \ldots; u_n; #m = #n + m + 1; u_1; \ldots; u_n; #m)</td>
<td>(6)</td>
</tr>
<tr>
<td>((#n + k + 1; u_1; \ldots; u_n)^\omega = (#k; u_1; \ldots; u_n)^\omega)</td>
<td>(7)</td>
</tr>
<tr>
<td>(X = u_1; \ldots; u_n; (v_1; \ldots; v_{m+1})^\omega \rightarrow #n + m + k + 2; X = #n + k + 1; X)</td>
<td>(8)</td>
</tr>
</tbody>
</table>

\(X^{n+1} = X; X^n\), \( n \) is a positive integer.

By these program object equations, the unfolding identity of repetition can be obtained: \( X^\omega = X; X^\omega \).

**Definition 2.** A program object is **finite** if it does not contain repetition, otherwise it is **infinite**.

**Example 1.** Examples of program objects in PGA are

1. \( X = +a; #3; b; !; c \),
2. \( Y = (a; b; #2)^\omega \).

In the next section, the behaviors of these programs are determined by means of BPPA.

### 2.2 Primitives of BPPA

The basic instructions in \( \Sigma \) are now also called actions.

**Definition 3.** BPPA is defined with the following meaning...
Termination, denoted by $S$, yields the terminating behavior.

Inactive behavior, denoted by $D$, represents the inaction behavior.

Postconditional composition: The process $P \preceq a \succeq Q$, where $a \in \Sigma$, first performs $a$ and then proceeds with $P$ if true was returned or with $Q$ otherwise.

Action prefix: For each $a \in \Sigma$ and process $P$

$$a \circ P = P \preceq a \succeq P.$$

2.3 Assigning a behavior in BPPA to a program object in PGA

The behavioral extraction operator $| - |$ assigns a behavior to a program object.

**Definition 4.** For finite program objects the behavior is given by

$$|X| = |X; (\#0)^\omega|.$$

**Definition 5.** The behavior $|X|$ of an (infinite) program object $X$ is determined recursively by the behavior extraction equations below:

- $|!; X| = S$,
- $|a; X| = a \circ |X|,
- $|+ a; u; X| = |u; X| \preceq a \succeq |X|,
- $|- a; u; X| = |X| \preceq a \succeq |u; X|,
- $|\#0; X| = D$,
- $|\#1; X| = |X|,
- $|\#k + 2; u; X| = |\#k + 1; X|.$

By means of these equations, successive steps of the behavior of a program object can be obtained. In the case that a program has a non-trivial loop in which no actions occur, its behavior will be identified with $D$. Phrased differently: if for a behavior $|X|$ the behavior extraction equations fail to prove $|X| = S$ or $|X| = P \preceq a \succeq Q$ for some $a \in \Sigma$ and for some processes $P$ and $Q$, then $X = D$.

**Example 2.** The behaviors of program $X$ and $Y$ given in Example 1 are defined as follows.

1. $|X| = c \circ D \preceq a \succeq b \circ S$,
2. $|Y| = a \circ b \circ b \circ \cdots$

3 Basic polarized process algebra as cpo’s

This section shows that polarized processes can be modeled as a complete partial order (cpo).
To give a denotational semantics for BPPA, we consider a model of BPPA as a solution of the following domain equation

\[ \mathcal{P} = \{S, D\} \bigcup (\mathcal{P} \sqsubseteq \Sigma \sqsubseteq \mathcal{P}). \]  

(1)

where \( X \sqsubseteq \Sigma \sqsubseteq Y = \{x \sqsubseteq a \sqsupseteq y | x \in X, y \in Y, a \in \Sigma\} \).

**Definition 6.** BPPA\(_{\Sigma}\) is a set consisting of all finite polarized processes which are made from \( S \) and \( D \) by means of a finite number of applications of postconditional compositions.

Intuitively, it can be seen that

**Proposition 1.** BPPA\(_{\Sigma}\) is a model of BPPA.

**Proof.** Omitted.

Polarized processes can be infinite. To model an infinite process we require a sequence of its finite approximations.

In [6], a technique based on cpo’s is described to give a model for BPPA. The main idea of this approach is to define a binary relation \( \sqsubseteq \), a partial order, on processes. The expression \( P \sqsubseteq Q \) means that \( P \) is an approximation of \( Q \). To model all infinite processes the domains of some models of BPPA are required to be complete, meaning that every increasing chain in these domains has a supremum. It is shown that the set of projective sequences is a cpo which contains every finite process in BPPA\(_{\Sigma}\). Hence, by completion, every infinite process made by an increasing chain of finite approximations is contained in this model. This implies that the model consisting of projective sequences serves as a semantics for BPPA in a natural way. We review the following definitions and a theorem from [6,17].

**Definition 7.**

1. The partial ordering \( \sqsubseteq \) on BPPA\(_{\Sigma}\) is generated by the clauses
   (a) for all \( P \in \text{BPPA}_{\Sigma}, D \sqsubseteq P \), and
   (b) for all \( P, Q, X, Y \in \text{BPPA}_{\Sigma} \), \( a \in \Sigma \),
   \[ P \sqsubseteq X \& Q \sqsubseteq Y \Rightarrow P \sqsubseteq a \sqsupseteq Q \sqsubseteq X \sqsubseteq a \sqsupseteq Y. \]

2. Let \((P_n)_n\) and \((Q_n)_n\) be two sequences in BPPA\(_{\Sigma}\), then
   \[ (P_n)_n \sqsubseteq (Q_n)_n \Leftrightarrow \forall n \in \mathbb{N} \quad P_n \sqsubseteq Q_n. \]

**Definition 8.** An increasing chain \((P_n)_n\) in BPPA\(_{\Sigma}\) is a sequence satisfying

\[ P_0 \sqsubseteq P_1 \sqsubseteq \cdots \sqsubseteq P_n \sqsubseteq P_{n+1} \sqsubseteq \cdots \]

**Definition 9.** A complete partial order (cpo) \( \mathcal{D} = (\mathcal{D}, \sqsubseteq) \) is a partially ordered set with a least element such that every increasing chain has a supremum in \( \mathcal{D} \).
In order to define a projective sequence in \( \text{BPPA}_\Sigma \), an operator called approximation operator that finitely approximates every process is provided.

**Definition 10.** For every \( n \in \mathbb{N} \), the approximation operator \( \pi_n : \text{BPPA}_\Sigma \rightarrow \text{BPPA}_\Sigma \) is defined inductively by

\[
\begin{align*}
\pi_0(P) &= D, \\
\pi_{n+1}(S) &= S, \\
\pi_{n+1}(D) &= D, \\
\pi_{n+1}(P \triangleleft a \triangleright Q) &= \pi_n(P) \triangleleft a \triangleright \pi_n(Q),
\end{align*}
\]

A projective sequence is a sequence \( (P_n)_{n \in \mathbb{N}} \) such that for each \( n \in \mathbb{N} \),

\[ \pi_n(P_{n+1}) = P_n. \]

This definition suggests the existence of a collection of cpo’s which are defined as follows

**Definition 11.** For all \( n \in \mathbb{N} \), \( \text{BPPA}_\Sigma^n = \{ \pi_n(P) | P \in \text{BPPA}_\Sigma \} \)

**Proposition 2.** \( \text{BPPA}_\Sigma = \bigcup_{n \in \mathbb{N}} \text{BPPA}_\Sigma^n. \)

*Proof. See [6].*

**Definition 12.**

\[ \text{BPPA}_\Sigma^\infty = \{ (P_n)_{n \in \mathbb{N}} | P_n \in \text{BPPA}_\Sigma^n \land \pi_n(P_{n+1}) = P_n \} \]

**Theorem 1.** \( (\text{BPPA}_\Sigma^\infty, \sqsubseteq) \) is a cpo and \( \text{BPPA}_\Sigma \subseteq \text{BPPA}_\Sigma^\infty. \)

*Proof. See [6].*

### 4 Basic polarized process algebra as complete ultra-metric spaces

In this section we will illustrate an alternative approach to give a denotational semantics for BPPA. This approach as introduced in [5] is based on the theory of metric spaces. We will define models of BPPA as complete metric spaces and show that a metric space consisting of projective sequences is an appropriate model for BPPA.

We begin by reviewing a few basic concepts of the metric topology from [12].

**Definition 13.** A metric space is a pair \( (X, d) \) consisting of a set \( X \) and a metric \( d \) on \( X \). The metric \( d(x, y) \) defined for arbitrary \( x \) and \( y \) in \( X \) is a nonnegative, real valued function satisfying the conditions:

...
1. \(d(x, y) = 0\) if and only if \(x = y\),
2. \(d(x, y) = d(y, x)\),
3. \(d(x, y) + d(y, z) \geq d(x, z)\).

\((X, d)\) is said to be an **ultra-metric space** if \(d\) satisfies the strong triangle inequality: For all \(x, y, z \in X\), \(d(x, z) \leq \max\{d(x, y), d(y, z)\}\). We note that for all \(x, y, z \in X\),

\[
d(x, z) \leq \max\{d(x, y), d(y, z)\} \Rightarrow d(x, y) + d(y, z) \geq d(x, z).
\]

**Definition 14.** Metric spaces \((X, d_X)\) and \((Y, d_Y)\) are said to be **isometric** if there is a bijection \(f : X \rightarrow Y\) such that \(d_X(x, y) = d_Y(f(x), f(y))\) for all \(x, y \in X\).

We shall identify isometric spaces.

**Definition 15.** \((x_n)_n\) is a **Cauchy sequence** on the space \((X, d)\) if

\[
\forall \varepsilon > 0 \exists N \forall n, m > N \quad d(x_n, x_m) < \varepsilon.
\]

**Definition 16.** If every Cauchy sequence in the metric space \(R\) converges to an element in \(R\), \(R\) is said to be **complete**.

**Definition 17.** An **\(\varepsilon\)-neighborhood** of a point \(x\) in the metric space \((X, d)\) is the set of all points \(y \in X\) which satisfy the condition \(d(x, y) < \varepsilon\). The point \(x\) is called a **contact point** of \((X, d)\) if all its neighborhoods contain at least one point of \((X, d)\).

**Definition 18.** The set of all contact points of a metric space \(R\) is denoted by \([R]\) and is called the **closure** of \(R\).

**Definition 19.** Let \(R\) be an arbitrary metric space. A complete metric space \(R^*\) is said to be the **completion** of the space \(R\) if:

1. \(R\) is a subspace of \(R^*\),
2. \(R\) is everywhere dense in \(R^*\), i.e., \([R] = R^*\).

It is shown in [12] that the space containing \(R\), together with all limits of its Cauchy sequences is a completion of \(R\), where the distance between the limit points \(x^* = \lim_{n \to \infty} x_n\) and \(y^* = \lim_{n \to \infty} y_n\) of \(R\) is defined as \(d(x^*, y^*) = \lim_{n \to \infty} d(x_n, y_n)\). Furthermore, all completions of \(R\) are isometric.

We will now define a distance between two processes in \(BPPA_\Sigma\).

**Definition 20.**

1. \(d(S, S) = 0, d(D, D) = 0\),
2. \(d(P, P') = 1\) if \(P \in \{S, D\}\) and \(P' \neq P\) with \(P' \in BPPA_\Sigma\) or vice versa,
2. \(d(P_1 \leq a_1 \geq P_2, Q_1 \leq a_2 \geq Q_2) = \begin{cases} 1 & \text{if } a_1 \neq a_2, \\ \frac{1}{2} \max\{d(P_1, Q_1), d(P_2, Q_2)\} & \text{otherwise} \end{cases}\)

with \(P_1, Q_1, P_2, Q_2 \in \text{BPPA}_\Sigma^k\).

**Proposition 3.** For all \(n \in \mathbb{N}\), \((\text{BPPA}_\Sigma^n, d)\) is an ultra-metric space.

*Proof.* We employ induction on \(n\). The case \(n = 0\) is trivial. Assume that \((\text{BPPA}_\Sigma^k, d)\) is an ultra-metric space for all \(k \leq n\). We will show that \((\text{BPPA}_\Sigma^{n+1}, d)\) is also an ultra-metric space. Let \(P, Q \in \text{BPPA}_\Sigma^{n+1}\).

1. If \(P = Q\) then clearly \(d(P, Q) = 0\). Suppose that \(d(P, Q) = 0\), we will show that \(P = Q\). The case \(P \in \{S, D\}\) or \(Q \in \{S, D\}\) is trivial. If \(P = P_1 \leq a_1 \geq P_2\) and \(Q = Q_1 \leq a_2 \geq Q_2\) then \(P_1, Q_1, P_2, Q_2 \in \text{BPPA}_\Sigma^k\). Since \(d(P, Q) = 0\), \(a_1 = a_2\). Thus,
\[
d(P, Q) = \frac{1}{2} \max\{d(P_1, Q_1), d(P_2, Q_2)\}.\]

This implies that \(d(P_1, Q_1) = d(P_2, Q_2) = 0\). Applying the induction hypothesis, we have \(P_1 = Q_1\) and \(P_2 = Q_2\). Therefore, \(P = Q\).

2. \(d(P, Q) = d(Q, P)\) follows from the definition.

3. It will be shown that \(d(P, Q) \leq \max\{d(P, R), d(R, Q)\}\). If \(P\) or \(Q\) or \(R\) \(\in\) \(\{S, D\}\), this is trivial. If \(P = P_1 \leq a_1 \geq P_2\), \(Q = Q_1 \leq a_2 \geq Q_2\) and \(R = R_1 \leq a_3 \geq R_2\), then \(P_1, P_2, Q_1, Q_2, R_1, R_2 \in \text{BPPA}_\Sigma^k\). There are two cases for \(a_1, a_2\) and \(a_3\):
   a) \(a_3 \neq a_1\) or \(a_3 \neq a_2\). Then the right-hand side equals 1. Hence it is always greater or equal than the left-hand side.
   b) \(a_1 = a_2 = a_3\). Then it follows from the induction hypothesis that
\[
\max\{d(P_1, Q_1), d(P_2, Q_2)\} \leq \max\{d(P_1, R_1), d(P_2, R_2), d(R_1, Q_1), d(R_2, Q_2)\}.
\]

Thus \(d(P, Q) \leq \max\{d(P, R), d(R, Q)\}\).

Therefore, \((\text{BPPA}_\Sigma^n, d)\) is an ultra-metric space.

**Proposition 4.** \(\text{BPPA}_\Sigma\) is an ultra-metric space.

*Proof.* This follows from Proposition 2 and Proposition 3.

Since \((\text{BPPA}_\Sigma, d)\) is a metric space, it has a completion, say \((\text{BPPA}_\Sigma^*, d)\), which consists of all limits of Cauchy sequences in \((\text{BPPA}_\Sigma, d)\).

**Definition 21.** If \(P\) and \(Q\) are two processes which are represented by the Cauchy sequences \((P_n)_n\) and \((Q_n)_n\) in \(\text{BPPA}_\Sigma\) then
\[
d(P, Q) = \lim_{n \to \infty} d(P_n, Q_n).
\]

\(P\) and \(Q\) are said to be equivalent if \(d(P, Q) = 0\).
It will be shown that \((\text{BPPA}_{\Sigma}^*, d)\) is a solution of (1), i.e.,

**Lemma 1.**

\[
\text{BPPA}_{\Sigma}^* = \{ S, D \} \bigcup (\text{BPPA}_{\Sigma}^* \subseteq \Sigma \supseteq \text{BPPA}_{\Sigma}^*).
\]

**Proof.**

1. \((\supseteq)\): Since \(\{ S, D \} \subseteq \text{BPPA}_{\Sigma}^*\), \(\{ S, D \} \subseteq \text{BPPA}_{\Sigma}^*\). We prove that if \(P, Q \in \text{BPPA}_{\Sigma}^*\) then \((P \leq a \supseteq Q) \in \text{BPPA}_{\Sigma}^*\). Since \(P, Q \in \text{BPPA}_{\Sigma}^*\), \(P = \lim_{n \to \infty} P_n\), \(Q = \lim_{n \to \infty} Q_n\) for some Cauchy sequences \((P_n)_n\) and \((Q_n)_n\). It is not hard to see that \((P_n \leq a \supseteq Q_n)_n\) is also a Cauchy sequence and \(P \leq a \supseteq Q = \lim_{n \to \infty} P_n \leq a \supseteq Q_n\). Thus, \(P \leq a \supseteq Q \in \text{BPPA}_{\Sigma}^*\).

2. \((\subseteq)\): If \(P \in \text{BPPA}_{\Sigma}^*\) then \(P = S\) or \(P = D\) or \(P = Q \leq a \supseteq R\), \(Q, R \in \text{BPPA}_{\Sigma}^*\). We only consider the case \(P \notin \{ S, D \}\). Since \(P \in \text{BPPA}_{\Sigma}^*\), \(P = \lim_{n \to \infty} P_n\) for some Cauchy sequence \((P_n)_n\). Without lack of generality we can assume that for all \(n\), \(P_n = Q_n \leq a \supseteq R_n\). Since \((P_n)_n\) is a Cauchy sequence and \(d(P_n, P_m) = \frac{1}{2} \max\{d(Q_n, Q_m), d(R_n, R_m)\}\), \((Q_n)_n\) and \((R_n)_n\) are also Cauchy sequences. Therefore, there exist \(Q\) and \(R\) in \(\text{BPPA}_{\Sigma}^*\) such that \(Q = \lim_{n \to \infty} Q_n\), \(R = \lim_{n \to \infty} R_n\). Hence \(P = Q \leq a \supseteq R\).

Lemma 1 indicates that the completion \((\text{BPPA}_{\Sigma}^*, d)\) of \((\text{BPPA}_{\Sigma}, d)\) is a model for BPA. The problem with this model is that each process in \((\text{BPPA}_{\Sigma}^*, d)\) can be represented by many equivalent Cauchy sequences. We will show that the metric space \((\text{BPPA}_{\Sigma}^*, d)\) achieves a model consisting of all representations from equivalent Cauchy sequences in a unique way. First, we provide some supporting results.

**Lemma 2.** For all \(P \in \text{BPPA}_{\Sigma}\) and for all \(n \in \mathbb{N}\), \(\pi_n(\pi_{n+1}(P)) = \pi_n(P)\).

**Proof.** This is proven by induction on \(n\).

**Lemma 3.** For all \((P_n)_n \in \text{BPPA}_{\Sigma}^\infty\), \(n \in \mathbb{N}\) and for all \(k < n\), \(P_k = \pi_k(P_n)\).

**Proof.** We employ induction on \(n\).

1. If \(n = 0\) then it follows from Definition 12 that \(P_0 = \pi_0(P_1)\).
2. \(n > 0\). Assume that for all \(k < n\), \(P_k = \pi_k(P_n)\). It will be shown that for all \(k < n + 1\), \(P_k = \pi_k(P_n)\). We distinguish three cases:

   a. If \(P_{n+1} = D\) then for all \(k < n + 1\), \(P_k = \pi_k(D) = D\).
   b. If \(P_{n+1} = S\) then \(P_0 = \pi_0(S) = D\) and for all \(0 < k < n + 1\), \(P_k = \pi_k(S) = S\).
   c. If \(P_{n+1} = P_1 \leq a \supseteq P_2\) then it follows from Definition 12 that

   \[
   P_n = \pi_n(P_{n+1}) = \pi_{n-1}(P_1) \leq a \supseteq \pi_{n-1}(P_2).
   \]

   Therefore, \(P_{n-1} = \pi_{n-2}(\pi_{n-1}(P_1)) \leq a \supseteq \pi_{n-2}(\pi_{n-1}(P_2))\). Applying Lemma 2, we have \(P_{n-1} = \pi_{n-1}(P_{n+1})\) and so on. Thus, for all \(k < n + 1\), \(P_k = \pi_k(P_{n+1})\).

Lemma 4. For all \( P, Q \in \text{BPP}_\Sigma \) and for all \( n \in \mathbb{N} \),
\[
d(\pi_n(P), \pi_n(Q)) \leq d(\pi_{n+1}(P), \pi_{n+1}(Q))
\]

Proof. Omitted.

Proposition 5. For all \((P_n)_n, (Q_n)_n \in \text{BPP}_\Sigma^\infty\), \( d(P_n, Q_n) \) is a non-decreasing sequence. Therefore,
\[
\lim_{n \to \infty} d(P_n, Q_n) = \bigcup_{n \in \mathbb{N}} d(P_n, Q_n).
\]

Proof. We show that for all \( n \in \mathbb{N} \), \( d(P_n, Q_n) \leq d(P_{n+1}, Q_{n+1}) \). For each \( n \), it follows from Lemma 3 that there exist \( P, Q \in \text{BPP}_\Sigma \) such that for all \( k \leq n+1 \), \( P_k = \pi_k(P), Q_k = \pi_k(Q) \). By Lemma 4,
\[
d(P_n, Q_n) = d(\pi_n(P), \pi_n(Q)) \leq d(\pi_{n+1}(P), \pi_{n+1}(Q)) = d(P_{n+1}, Q_{n+1}).
\]

Lemma 5. Let \( P, Q \in \text{BPP}_\Sigma \). Then for all \( n \in \mathbb{N} \),
\[
d(P, Q) \leq \frac{1}{2^n} \iff \pi_n(P) = \pi_n(Q).
\]

Proof. This is proven by induction on \( n \).

Proposition 6. Every element of \( \text{BPP}_\Sigma^\infty \) is a Cauchy sequence.

Proof. Let \((P_n)_n\) be an element in \( \text{BPP}_\Sigma^\infty \). By Lemma 3, for all \( m, n \in \mathbb{N}, m > n > 0 \), \( P_{n-1} = \pi_{n-1}(P_n) = \pi_{n-1}(P_m) \). Therefore, by Lemma 5, \( d(P_n, P_m) \leq \frac{1}{2^n} \). This implies that \((P_n)_n\) is a Cauchy sequence.

Lemma 6. Let \( Q \) be an element in \( \text{BPP}_\Sigma^\infty \). Then there exists \( P \) in \( \text{BPP}_\Sigma^\infty \) such that \( P = Q \).

Proof. Since \( Q \) is an element in \( \text{BPP}_\Sigma^\infty \), \( Q = \lim_{n \to \infty} Q_n \) for some Cauchy sequence \((Q_n)_n\). To see that there exists \( P \in \text{BPP}_\Sigma^\infty \) such that \( P = Q \), we will choose a sequence of natural numbers \( N_0, N_1, \ldots \) such that \( \pi_n(Q_{N_{n+1}}) = \pi_n(Q_{N_n}) \). Let \( P_n = \pi_n(Q_{N_n}) \) for all \( n \in \mathbb{N} \). Then \( P = (P_n)_n \) is an element of \( \text{BPP}_\Sigma^\infty \). We claim that \( d(P, Q) = 0 \).

Since \((Q_n)_n\) is a Cauchy sequence, we have that
\[
\forall \epsilon > 0 \exists N \in \mathbb{N} \forall m, n > N \quad d(Q_m, Q_n) < \epsilon.
\]
- Let \( \epsilon = \frac{1}{2^n} \). Then there exists \( N_0 \in \mathbb{N} \) such that for all \( m, n \geq N_0, d(Q_m, Q_n) < \frac{1}{2^n} \). It follows from Lemma 5 that for all \( n \geq N_0 \),
\[
Q_n \in S_0 = \{ Q \in \text{BPP}_\Sigma^\infty | \pi_0(Q) = \pi_0(Q_{N_0}) \}.
\]
Let $\epsilon = \frac{1}{2}$. Then there exists $N_1 \in \mathbb{N}$ such that for all $m, n \geq N_1$, $d(Q_m, Q_n) < \frac{1}{2\epsilon}$. Thus, for all $n \geq N_1$,

$$Q_n \in S_1 = \{Q \in \text{BPPA}_{\Sigma}|\pi_1(Q) = \pi_1(Q_{N_1})\}.$$ 

Since $Q_{N_1}$ is also in $S_0$, $\pi_0(Q_{N_1}) = \pi_0(Q_{N_0})$. By Lemma 2,

$$\pi_0(\pi_1(Q_{N_1})) = \pi_0(Q_{N_1}) = \pi_0(Q_{N_0}).$$

In this way, we can choose a sequence of natural numbers $N_0, N_1, \ldots$ such that

$$n(\pi_{n+1}(Q_{N_{n+1}})) = \pi_n(Q_{N_n}).$$

To see that $d(P, Q) = 0$, consider $m, n \in \mathbb{N}$ such that $m > \max\{N_n, n\}$. Then $\pi_n(Q_m) = \pi_n(Q_{N_n}) = P_n = \pi_n(P_m)$. Thus, $d(P_m, Q_m) < \frac{1}{2\epsilon}$. Hence

$$\lim_{m \to \infty} d(P_m, Q_m) = 0 \text{ or } d(P, Q) = 0.$$ 

It follows from Proposition 6 and Lemma 6 that

**Theorem 2.** (BPPA$^\infty_{\Sigma}, d$) is the completion of (BPPA$\Sigma, d$).

In addition, pointwise equal processes in (BPPA$^\infty_{\Sigma}, d$) are identified. That is,

**Proposition 7.** For all $P = (P_n)_n, Q = (Q_n)_n$ in (BPPA$^\infty_{\Sigma}, d$),

$$P = Q \Leftrightarrow \forall n \in \mathbb{N} P_n = Q_n.$$ 

**Proof.** This follows from Proposition 5.

The previous results show that BPPA$^\infty_{\Sigma}$ is an appropriate model for BPPA. We call this model the **projective limit model** of BPPA.

## 5 The uniqueness of regular processes in BPPA

Regular processes are investigated in various concurrency theories [14, 13, 8]. In this section, based on Banach’s fixed point theorem, we will show that the specification of regular processes as defined in [11] has a unique solution. This suggests the existence of a model consisting of regular processes for BPPA.

Let us recall the definition of regular processes from [11] and a few basic concepts of fixed points from [15].

**Definition 22.** Let $\Sigma$ be a set of actions. A process $P$ is regular over $\Sigma$ if $P = E_1$, where $E_1$ is defined by a finite system of the form $(n \geq 1)$:

$$\{E_i = t_i \mid 1 \leq i \leq n, t_i = S \text{ or } t_i = D \text{ or } t_i = E_{i,r} \leq a_i \geq E_{i,l}\}$$

with $E_{i,r}, E_{i,l} \in \{E_1, \ldots, E_n\}$ and $a_i \in \Sigma$.

**Definition 23.** An element $x \in X$ is said to be a fixed point of a function $f : X \to X$ if $f(x) = x$.

**Definition 24.** Let $(X, d)$ be a metric space. A function $f : X \to X$ is a contraction mapping if there is a real number $c < 1$ such that $d(f(x), f(y)) < c \cdot d(x, y)$ for each $x, y \in X$. 

Theorem 3. (Banach) Every contraction mapping of a complete metric space has a unique fixed point.

Proof. See [15].

We extend the metric on a set $M$ to $M^n$ ($n \geq 1$) as follows

**Definition 25.** Let $(M, d)$ be a metric space. Let $X, Y \in M^n$ for some $n \geq 1$, $X = [X_1, \ldots, X_n]$, $Y = [Y_1, \ldots, Y_n]$. Then

$$d(X, Y) = \max_{i \leq n} d(X_i, Y_i).$$

Then, it is not hard to see that

**Proposition 8.** If $(M, d)$ is complete then so is $(M^n, d)$ for all $n \geq 1$.

Proof. Omitted.

We will now consider a regular process as a component of the solution of the equation $X = T(X)$, where the definition of $T$ is given as follows

**Definition 26.** Let $T : (\text{BPPA}_1^n) \to (\text{BPPA}_1^n)$ be defined such that

$$T = \lambda X. [t_1(X), \ldots, t_n(X)]$$

where

$$t_i = \lambda X_1, \ldots, X_n. S$$

or

$$t_i = \lambda X_1, \ldots, X_n. D$$

or

$$t_i = \lambda X_1, \ldots, X_n. X_{i,l} \leq a_i \geq X_{i,r}$$

with $X_{i,l}, X_{i,r} \in \{X_1, \ldots, X_n\}$.

**Theorem 4.** $T$ has a unique fixed point.

Proof. Let $I$ be the set of all indexes $i$ such that $t_i = X_{i,l} \leq a_i \geq X_{i,r}$. To show uniqueness, let $X, Y$ be elements of $(\text{BPPA}_1^n)$. We note that $d(t_i(X), t_i(Y)) = 0$ if $i \notin I$, since $t_i(X)$ is a constant, and $d(t_i(X), t_i(Y)) = \frac{1}{2} \max \{d(X_{i,l}, Y_{i,l}), d(X_{i,r}, Y_{i,r})\}$ otherwise. Then by Definition 25 we have

$$d(T(X), T(Y)) = \max_{i \in I} \frac{1}{2} \max \{d(X_{i,l}, Y_{i,l}), d(X_{i,r}, Y_{i,r})\} \leq \frac{1}{2} d(X, Y).$$

From Definition 24 it follows that $T$ is a contraction mapping. Since $\text{BPPA}_1^n$ is complete, it follows from Proposition 8 that $(\text{BPPA}_1^n)$ is also complete. By Banach’s fixed point theorem $T$ has a unique solution.

The previous theorem implies that the specification of a regular process determines a unique process. This suggests the following definition.

**Definition 27.** $\text{BPPA}_{r/\sim}$ is the set of regular processes in $\text{BPPA}_1^n$ modulo equivalence.

**Proposition 9.** $\text{BPPA}_{r/\sim}$ is a model of $\text{BPPA}$.

Proof. Omitted.
6 Comparing the models of BPPA

In this section we compare several models of BPPA. First of all, the two models $\text{BPPA}^\Sigma_1(\subseteq)$ and $\text{BPPA}^\Sigma_1(d)$ are compared by means of compatibility. After that, we introduce another model, denoted by $\text{BPPA}^\Sigma_\Sigma$, consisting of all Cauchy sequences in $\text{BPPA}_\Sigma$. The extensions of the metric spaces $\text{BPPA}_1^\Sigma(\subseteq, d)$ and $\text{BPPA}_1^\Sigma, d)$ with the abstraction operator (see [2]) are discussed.

We use the following definition from [4].

**Definition 28.** A cpo $(D, \sqsubseteq)$ and a complete metric space $(M, d)$ are said to be compatible if $D = M$ and $\bigcap_n x_n = \lim_{n \to \infty} x_n$ for each monotone Cauchy sequence $(x_n)_n$.

**Proposition 10.** Let $(P_n)_n$ be an increasing chain in $\text{BPPA}_\Sigma$. Then

$$\forall n \exists N \forall m > N \ \pi_n(P_m) = \pi_n(P_N).$$

*Proof.* We distinguish two cases. If for all $m$, $P_m \in \{D, S\}$ then there exists a minimal $N$ such that for all $m > N$, $P_m = P_N$. Thus, for all $n$, $\pi_n(P_m) = \pi_n(P_N)$. The other case is that there exists a minimal $N_0$ such that for all $m \geq N_0$, $P_m = Q_m \sqsubseteq a \sqsupseteq R_m$. It is not hard to see that $(Q_m)_m$ and $(R_m)_m$ are also increasing chains. We note that for all $m < N_0$, $Q_m = R_m = D$. We employ induction on $n$.

1. If $n = 0$ then clearly $N = 1$.
2. If $n > 0$ then for all $m \geq N_0$, $\pi_n(P_m) = \pi_{n-1}(Q_m) \sqsubseteq a \sqsupseteq \pi_{n-1}(R_m)$. Applying the induction hypothesis, there exist $N_1$ and $N_2$ such that for all $m > N_1$, $\pi_{n-1}(Q_m) = \pi_{n-1}(Q_{N_1})$ and for all $m > N_2$, $\pi_{n-1}(R_m) = \pi_{n-1}(R_{N_2})$. Let $N = \max\{N_0, N_1, N_2\}$. Then for all $m > N$, $\pi_n(P_m) = \pi_n(P_N)$.

Therefore, for all $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that for all $m > N$, $\pi_n(P_m) = \pi_n(P_N)$.

**Lemma 7.** Every increasing chain $(P_n)_n$ in $\text{BPPA}_\Sigma$ is a Cauchy sequence and $\bigcup_n P_n = \lim_{n \to \infty} P_n$.

*Proof.* Let $P = \bigcup_n P_n$. It follows from Proposition 10 and Lemma 5 that for all $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that for all $m > N$, $d(P_m, P) < \frac{1}{n}$. This implies that $\lim_{n \to \infty} P_n = P$. Therefore, $(P_n)_n$ is a Cauchy sequence and $\bigcup_n P_n = \lim_{n \to \infty} P_n$.

It follows that

**Lemma 8.** $(\text{BPPA}_\Sigma^\Sigma, \subseteq)$ and $(\text{BPPA}_\Sigma^\Sigma, d)$ are compatible.

We now compare the two complete metric spaces $(\text{BPPA}_1^\Sigma, d)$ and $(\text{BPPA}_1^\Sigma, d)$ by investigating the continuity property of the abstraction operator in these spaces.
Definition 29.

\[ \text{BPPA}_{\Sigma}^\infty = \{(P_n)_{n \in \mathbb{N}} | (P_n)_n \text{ is a Cauchy sequence in BPPA}_\Sigma \} \]

By Proposition 6 and Lemma 6, we have that

**Proposition 11.** \( P \in (\text{BPPA}_{\Sigma}^\infty, d) \iff P \in (\text{BPPA}_\Sigma^\infty, d) \).

Assume that there exists a basic internal action \( t \in \Sigma \) which does not have any side effects and always replies \textit{true}. This action can be abstracted by an operator called \textit{abstraction operator} which replaces occurrences of \( t \) by silent steps. We recall the following definitions and a lemma of abstraction from [7].

**Definition 30.**

1. Let \( \tau \circ _\Sigma : \text{BPPA}_\Sigma \rightarrow \text{BPPA}_\Sigma \) be defined by
   \[ \tau \circ P = P. \]

2. Let \( \tau_t : \text{BPPA}_\Sigma \rightarrow \text{BPPA}_\Sigma \) be defined by
   \[ \begin{align*}
   \tau_t(S) &= S, \\
   \tau_t(D) &= D, \\
   \tau_t(P \triangleq t \triangleright Q) &= \tau \circ \tau_t(P), \\
   \tau_t(P \triangleq a \triangleright Q) &= \tau_t(P) \triangleq a \triangleright \tau_t(Q) \quad (a \neq t \in \Sigma).
   \end{align*} \]

In [7], the authors show that the abstraction operator is monotone, i.e.,

**Lemma 9.** For all \( P, Q \in \text{BPPA}_\Sigma \),

\[ P \sqsubseteq Q \iff \tau_t(P) \sqsubseteq \tau_t(Q). \]

**Proof.** See [7].

**Definition 31.** For \( P = (P_n)_{n \in \mathbb{N}} \in \text{BPPA}_\Sigma^\infty \), let

\[ \tau_t(P) = \bigsqcup_n \tau_t(P_n). \]

It will be shown that abstraction can be easily extended to the metric space \((\text{BPPA}_\Sigma^\infty, d)\), i.e.,

**Proposition 12.** For all elements \( P \) of the metric space \( \text{BPPA}_\Sigma^\infty \),

\[ \tau_t(P) \in (\text{BPPA}_\Sigma^\infty, d). \]
Proof. Let $P = (P_n)_n$. Then for all $n$,

$$P_n = \pi_n(P_{n+1}) \sqsubseteq P_{n+1}.$$ 

By Lemma 9, $(\tau_t(P_n))_n$ is an increasing chain. It follows from Lemma 7 that $\tau_t(P) \in (\text{BPPA}_\Sigma^\infty, d)$. By Proposition 11, $\tau_t(P) \in (\text{BPPA}_\Sigma^\infty, d)$.

This means that abstraction is continuous in $(\text{BPPA}_\Sigma^\infty, d)$. We will now consider the continuity property of this operator in $(\text{BPPA}_\Sigma^\infty, d)$.

**Proposition 13.** The abstraction operator is not continuous in $(\text{BPPA}_\Sigma^\infty, d)$, i.e., there exists an element $P = (P_n)_n$ of $(\text{BPPA}_\Sigma^\infty, d)$ such that $\lim_{n \to \infty} \tau_t(P_n) \neq \tau_t(P)$.

**Proof.** Let $(P_n)_n$ be defined as follows

$$(P_n)_n = D, t \circ S, t^2 \circ D, \ldots, t^{2n} \circ D, t^{2n+1} \circ S, \ldots$$

It is not hard to see that $(P_n)_n$ is a Cauchy sequence. Let $P = (P_n)_n$. Then $P \in (\text{BPPA}_\Sigma^\infty, d)$. Therefore, by Proposition 11 and Proposition 12, there exists $\tau_t(P)$ in the space $(\text{BPPA}_\Sigma^\infty, d)$. However, the sequence

$$(\tau_t(P_n))_n = D, S, D, \ldots, D, S, \ldots$$

is not a Cauchy sequence. Thus, it does not have a limit in $(\text{BPPA}_\Sigma^\infty, d)$. Therefore, $\lim_{n \to \infty} \tau_t(P_n) \neq \tau_t(P)$.

### 7 Concluding remarks

In this paper, we have considered various issues in giving a denotational semantics for BPPA, a formal semantics for PGA.

We have presented several models for BPPA. Based on the methodology of [5], we have shown that the projective limit model $\text{BPPA}_\Sigma^\infty$ is an appropriate model for BPPA. The advantage of $\text{BPPA}_\Sigma^\infty$ is that it comprises also infinite processes in a unique way and can be easily extended with the abstraction operator. Furthermore, we have proved that the specification of a regular process has a unique solution. This indicates the existence of the model $\text{BPPA}_\Sigma^r$ consisting of regular processes modulo equivalence in $\text{BPPA}_\Sigma^\infty$. To compare the various models of BPPA, it has been proved that $(\text{BPPA}_\Sigma^\infty, d)$ and the model based on complete partial orders $(\text{BPPA}_\Sigma^\infty, \sqsubseteq)$ are compatible. We also have shown that the model consisting of Cauchy sequences $\text{BPPA}_\Sigma^\infty$ cannot be extended with the abstraction operator in a natural way.

Finally, it should be noted that the model $\text{BPPA}_\Sigma$ is a submodel of $\text{BPPA}_\Sigma^r$ while $\text{BPPA}_\Sigma^r$, in turn, is a submodel of $\text{BPPA}_\Sigma^\infty$.
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