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Abstract 

This document describes the Ontology-Based Feedback process addressed to 

improve the quality of the models developed by learners. The core idea is to 

compare the knowledge contained in a learner model with the knowledge 

contained in a reference model (made by an expert) in order to get feedback on the 

quality of the former one. This is carried out by measuring how similar/dissimilar 

both models are and by identifying the ingredients and structures in which they 

differ. This information is used to construct suggestions of improvements which are 

shown to the user during the modelling process.     

Comparisons are performed by using ontology matching techniques, which allow 

the alignment between learner and reference models. Some additional techniques 

are also applied, like semantic reasoning and model structure comparison, thus 

allowing a richer analysis of the different knowledge contained in the compared 

models and leading to the generation of different types of feedback. 
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1. Introduction 

In the context of DynaLearn, providing learners adequate feedback on their models is crucial for 

successful teaching. For that reason, the Ontology-Based Feedback (OBF) module belonging to the 

Semantic Technology (ST) component in DynaLearn, provides semantic feedback on a single 

conceptual model created by a learner, supporting the learner in improving that model such that it best 

explains a phenomenon according to his/her personal ideas. This is done by comparing the learner 

model with a related model created by a teacher or expert and that we call reference model.  

The ontology-based feedback proposed in DynaLearn combines ontology matching techniques, 

ontology-based reasoning and QR reasoning in order to discover the differences between the learner 

and the reference models. Each technique is being used in our algorithm with different purposes. The 

following briefly sketches how they are used and which type of problem they address. 

One problem to solve is the use of different vocabularies in models, particularly when dealing with 

learners who are in the process of discovering canonical forms in the involved terminology. In order to 

establish a notion of similarity, we first need to determine how the terms used in a model relate to each 

other. This can be resolved by using ontology matching techniques [1, 2]. An ontology matching 

approach establishes which concepts in different ontologies correspond to each other, typically 

identifying equivalences (although other relations such as „more general‟, „less general‟, „disjoint‟, etc 

are possible). Furthermore, the use of inference engines for semantic reasoning or structure 

comparison, allows us to obtain better feedback on the quality of the learner model. Semantic 

reasoners allow us to carry out comparison between the learner and reference (OWL based) models 

in order to detect missing structures or over specified ones in the learner model. Finally, we use QR 

reasoning to detect additional missing structures in the learner models using QR model patterns. 

The document is organized as follows. First, an overview of the ontology-based feedback is presented 

in Section 2. Section 3 describes the necessary information for the communication between the 

components Semantic Technology (ST) and Conceptual Modelling (CM) during the generation of the 

OBF. In Section 4, the process of ontology matching and the techniques derived from it is discussed. 

Section 5 presents the techniques based on semantic reasoning. Section 6 describes the feedback 

based on structure comparison. Finally, Section 7 contains the conclusions, and Section 8 finishes the 

document with some additional discussion. 
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2. Overview of Ontology-Based Feedback 

The semantic repository created in our system (see Deliverable D4.1 for further information) is 

intended to store and make accessible the pool of QR models created by users. This infrastructure is 

also utilized to support feedback during the model construction process. To that end, we devise the 

use of ontology matching techniques, semantic reasoning and QR specific comparisons between 

models. Depending on the particular technique, our system provides different types of feedback, as it 

can be seen in Subsection 2.1. Notice, however, that these types of feedback are not mutually 

exclusive and can be combined. The input of this process consists of two models: one corresponding 

to the learner model (the one under construction) and the other corresponding to the reference 

model that is made by an expert. As we explain later in this section, these input models must be in 

OWL language in order to perform the ontology matching between them. The output of the ontology-

based feedback is the list of differences between the two models that is sent to the CM component in 

an XML representation. Eventually, this information will be shown to the user as suggestions of 

improvements. The interaction with the final user will be performed by CM and VC components and is 

out of the scope of this document (see Deliverable D5.4). 

 

2.1. Types of Ontology-Based Feedback 

The different types of Ontology-Based Feedback can be grouped by the type of mismatch that they 

solved (and thus by the technique used in the implementation). The following example illustrates the 

different types of mismatches can be found between two models: 

The different types of mismatches can be classified as follows: 

 Terminological mismatches. Two models of the same domain can use different terms to 

represent the same concepts and also can include a different number of concepts. Therefore, 

in this category we identify the following types of mismatches. 

- Improvements of terminology: differences in the labels or groundings used for 

equivalent terms. 

- Missing terms in the learner model: terms of the reference model without 

correspondence in the learner model. 

- Extra terms in the learner model: terms of the learner model without correspondence 

in the reference model. 

 Structural mismatches. This process, described in Section 4, uses ontology matching for 

discovering equivalences between two models. The analysis of these differences addressed 

from different points of view leads to different types of feedback:  

- Missing hierarchical relationships: hierarchical relationships associated with a missing 

term (if the term is added, then its hierarchical relations must be taken into account). 

- Inconsistencies between hierarchies: differences between the two hierarchies that 

lead to an inconsistent situation. 
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- Missing QR model structures: missing elements in the learner model (instances of 

entities or quantities, dependencies, quantity spaces, etc.) that appear in some model 

fragment in the reference model. 

 

In order to solve the possible mismatches, we use different techniques to address each type of 

mismatch. These techniques can be grouped as follow: 

 Ontology matching-based feedback. This process, described in Section 4, uses ontology 

matching for discovering equivalences between two models. The analysis of these differences 

addressed from different points of view leads to different types of feedback:  

- Improvements of terminology (differences in the labels used for equivalent terms) 

- Missing terms in the learner model 

- Extra terms in the learner model 

- Missing hierarchical relationships 

 Semantic reasoning-based feedback. By means of a semantic reasoner we can detect 

inconsistencies between the hierarchies of the two models that can be pointed out to the 

learner. More details are given in Section 5. 

 Model structure-based feedback. From the QR point of view, we can exploit the particular 

semantics of the vocabulary to perform more specific comparisons between the models and to 

find model structures that are missing in the learner model. With this technique we can identify 

differences between the quantity spaces associated to two equivalent quantities, missing 

influences in the model, etc. This is described in Section 6. 

 

2.2. Preconditions 

The OBF process needs to receive a pair of models: one corresponding to the learner model (under 

construction) and other corresponding to a reference model made by an expert. However, these 

models have to fulfil certain preconditions before starting the process. 

2.2.1. Grounding of models 

To facilitate the work of the ontology matching technologies, and to improve the obtained results, both 

the learner model and the reference model should be previously grounded (see Deliverable D4.1 for a 

detailed explanation of the benefits of semantic grounding). Although this is not indispensable for the 

execution of the ontology-based feedback, the grounding of models provides additional information 

about the terms and better results can be obtained. If grounding of terms exists, we search for terms in 

the learner and the reference model that have the same grounding. Therefore, if two terms are 

grounded to the same concept, we can infer that they are equivalent. These equivalences between 

terms establish a preliminary set of mappings that is used during the ontology matching process as a 

useful starting point to find out new equivalences between the models. In addition, the ontology-based 

feedback can find equivalences between terms with different grounding, thus helping the learner to 

improve the grounding of his terms, by suggesting reusing the same groundings made by the expert. 
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2.2.2. Representation of models 

The same model can be described in DynaLearn in several ways, depending on the requirements of 

the particular module that processes it (see Deliverable D3.2 for more details): 

 QR model. This is the original model as it is made by the user in the DynaLearn workbench 

and is stored locally in a HGP file. 

 QR model in OWL. This is the version of the QR model exported in OWL language. It 

contains all the information which characterise the model. The exported model can be stored 

locally in an OWL file and also be sent to the semantic repository to be stored. 

 Extracted vocabulary (or domain vocabulary) of the model. This is an adapted representation 

of the QR model, containing the core semantic description of the model only, without most of 

the tool-specific constructions. This allows semantic processing techniques such as ontology 

matching or semantic reasoning to use the semantic of the ingredients to improve ontology 

matching performance. The extracted vocabulary is sent and stored into the semantic 

repository jointly with the QR model in OWL. 

In the context of ST, we need to deal with QR models in OWL for storing and retrieving models in the 

Semantic Repository. Therefore, a transformation step has to be carried out to export the QR models 

into OWL [3] (this process is described in Deliverable D3.2). 

However, for the ontology matching techniques used by the OBF module, the extracted vocabulary is 

required, owing to the peculiarities of the QR knowledge representation in contrast to the knowledge 

representation typically used in ontologies. In fact, ontologies tend to describe concepts based on their 

possible relationships (i.e. by specifying restrictions on concepts in OWL). However in DynaLearn QR 

models do not represent explicitly such properties for the model ingredients definitions. Instead, the 

way the ingredients are used in model fragments gives knowledge about their conceptual meaning (for 

example on the instance level). 

2.2.3. Reference model 

The reference model must be found among all models made by experts available in the semantic 

repository, according to some criteria that helps identifying the most suitable one for each case. In 

later stages of the project, when functionalities based on collaborative filtering will be developed 

(Deliverables D4.3 and D4.4), the reference model will be found automatically from the pool of models. 

To do this, the current meta-vocabulary of the model will contain the necessary data to do the 

collaborative filtering. 

In the meantime, in the Ontology-Based Feedback module the reference model is provided directly by 

the user. There are two different operating modes: 

a) Specific URI provided by the teacher 

The teacher indicates to the learners the target model they should obtain, so learners can use it 

for getting the feedback. 

b) Selection of the reference model among a ranked list 

In this case, the learner has to select the best model among the available reference models 

stored in the repository. The system compares the learner model with all these models using 

specific metrics for ranking. In addition, the student should be able to decide how to apply these 
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metrics and, therefore, in which terms the model should be compared (i.e. the student could ask 

for the most similar model in terms of entities, quantities, etc). 

Independently of how the reference model is selected, the reference model has to be previously 

stored in the repository. That means that both versions of the model, the QR model in OWL and its 

extracted vocabulary, must be present in the repository before the learner asks for feedback 

. 

2.3. Data flow 

In order to describe the Ontology-Based Feedback (OBF) module in the context of the DynaLearn 

architecture, we have represented the data flow inside and outside the OBF component. We follow a 

top-down approach with two levels of detail: level 0 or context level, which represents the OBF 

component in the context of the other components of DynaLearn;  and level 1, describing the data flow 

between the subcomponents of OBF. 

2.3.1. Level 0: communication between DynaLearn components 

 

Figure 1: Context level data flow diagram. 

When a learner asks for quality feedback on the current model, CM sends the learner model and the 

URI of the reference model that is already stored in the semantic repository to the ST component, then 

the OBF process starts (see ¡Error! No se encuentra el origen de la referencia.). The output is the 

list of differences between the two models that is sent back to the CM component. With this 

information, CM can send the adequate messages to VC, which will inform the student providing the 

necessary suggestions to get their models improved. All the communication between the ST and CM 

components is done through Web Services. 

 

2.3.2. Level 1: communication between subcomponents of OBF 

The two models (the learner model and the reference one) constitute the input of the Ontology-Based 

Feedback process. As ¡Error! No se encuentra el origen de la referencia. illustrates, the first step in 

this process is the grounding-based alignment, where groundings of the two models are compared for 

discovering equivalent terms. These „preliminary mappings‟ are sent to the Ontology Matching module 

in order to find the complete list of equivalent terms, which is sent to the next modules: Semantic 

Reasoning and Structure Comparison. The output of each function is addressed to the corresponding 

functionalities.  
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Figure 2: OBF data flow diagram. 

 

2.4. General algorithm of the Ontology-Based Feedback 

In the following sections we describe in detail each of the techniques implemented in the Ontology-

Based Feedback. However, to understand the general behaviour of the OBF and to show how the 

different techniques are integrated in the whole process, we provide here the general algorithm of the 

OBF. 

The formal algorithm of this process follows: 

1. Retrieve the reference model from the semantic repository (model in OWL + exported 

vocabulary) 

2. Store the learner model in OWL and its extracted vocabulary in the repository (if necessary) 

3. Find the set of equivalent terms between the models (mappings) 

i. Obtain the preliminary mappings from the grounding-based alignment 

ii. Apply the ontology matching technique between the models 

4. Calculate the similarity between the models 

5. Find the differences of terminology between the matched terms (differences of label and/or 

grounding) 

6. Detect the missing terms in the learner model 

7. Detect the missing hierarchical relations for the missing terms in the learner model 

8. Detect the extra terms in the learner model 

9. Apply semantic reasoning to detect inconsistencies between the hierarchies of the models 
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10. Do structure comparison to find the differences between QR structures of both models 

11. Remove the learner model from the semantic repository (if it was added at the beginning) 

This algorithm matches with the data flow presented above in this section. Details of the input and 

output data are provided in Section 3, and the specific algorithms of each of the techniques, are 

described in Sections 4, 5 and 6. 
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3. Data exchange between CM and ST in the Ontology-Based Feedback 

In Section ¡Error! No se encuentra el origen de la referencia.2.3 have presented the data flow 

between the ST component and the CM during the execution of the Ontology-Based Feedback. In this 

section we provide a detailed description of these data as well as the format used in the 

representation. 

 

3.1. Input data 

The main actors in the OBF process are a model created by a learner and another one created by an 

expert that is taken as a reference model. Therefore, and according to the preconditions established in 

Section 2.2, the necessary information that has to be sent to the ST component is the following: 

Learner model exported into OWL 

The QR model developed by the learner is exported into OWL format, containing the information of all 

the model terms, as well as the groundings generated by the student. The learner creates the model 

locally and then has the option to store it into the semantic repository, although this is not compulsory. 

However, in order to apply semantic reasoners and other tools, the model has to be present (even 

unfinished) in the repository. For that reason, if the learner model has not been saved yet we 

temporary store it in the repository before executing the OBF. At the end of the process we remove it 

so the final status of the repository is not affected for the execution of the OBF. 

Extracted vocabulary of the learner model 

As mentioned in Section 2.2, we need an adapted representation of the model in order to apply 

ontology matching techniques on it. When the export model is stored in the repository, its extracted 

vocabulary is also provided and stored. This version, which is also in OWL, must be provided jointly 

with the QR model in OWL and stored in the semantic repository. If the learner model was not present 

in the repository before the execution of OBF (and thus the extracted vocabulary neither), this is also 

removed. 

URI of the reference model exported into OWL 

As mentioned above, the reference model has to be stored into the semantic repository (both QR 

model in OWL and its extracted vocabulary) before executing the OBF. Therefore, the only information 

we need to receive from the CM component is the URI of such a model. Based on that, we can 

retrieve the corresponding model from the repository. As the QR model in OWL and its extracted 

vocabulary are related internally in the repository, with this URI we are also able to retrieve the 

extracted vocabulary of the model (that has a different URI), needed for the ontology matching 

process. 
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3.2. Output data  

The output data of the OBF process consists of the list of differences found between the learner model 

and the reference model, plus numerical values to indicate similarity between models. The list of 

differences contains, for each difference, specific information of the involved terms. 

Information about the learner term 

This will help the learner to identify the term to be improved, providing the necessary information for 

understanding the suggestion. This includes: 

- URI of the term 

- Label of the term 

- QR type (entity, quantity, ...) 

- URI of the grounding associated to the term 

Information about the equivalent term in the reference model 

In order to understand the suggestions and be able to decide if any change should be made, we need 

to show the information about the term used in the reference model and found equivalent to the 

learner term during the ontology matching. 

- URI of the term 

- Label of the term 

- QR type (entity, quantity, ...) 

- URI of the grounding associated to the term 

Relation between the terms 

In addition to the related terms discovered by the ontology matching technology, we have to provide 

the type of relation that states between the terms. Although most of the OBF techniques provide pairs 

of equivalent terms that differ in some aspects, in other cases like missing hierarchical relations the 

pair of terms do not share a relation of equivalence but a hierarchical one. To be aware the user of this 

situation, together with the information of the two terms we provide the type of relation between them: 

the two terms are equivalent; the reference term is subtype of the learner term; or the reference term 

is supertype of the learner one. 

3.2.1. Representation format of the output data 

As explained in the Deliverable D4.1, the communication between the CM and the ST components is 

done through a layer of web services provided by the ST component. In the case of the ontology-

based feedback, the response of the corresponding web service (getOBF) contain (in XML format) 

1. Serialization of results in XML format 

The results obtained from the different feedback techniques are transformed into XML format 

by the Web Service. Each individual result contains all the information regarding the affected 

term (see previous sections for a more detailed explanation about each type of result). 

 

2. OWL formalization (meta-model) 

The output information is also provided in a formal way using OWL language and following a 

meta-model that provides the necessary vocabulary for representing the ontology-based 

feedback. This will be the input needed by Virtual Characters for constructing the final version 

of feedback. 
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4. Ontology Matching 

As described in Deliverable D4.1, the use of ontology matching techniques fit naturally in the process 

of getting knowledge-based feedback, since we want to compare models or model fragments to 

reference models (expert models, teacher models, etc), and these models can be described in terms 

of an ontology language. Actually, these comparisons are favored by the relatively small size of the 

models (with respect to the utilized background ontologies, such as DBpedia), and by the similar 

nature of the compared ontologies: they share the same domain, are represented using the same 

meta-model, etc. In DynaLearn, we use CIDER system to discover the mappings between the learner 

and the reference models. 

In this section we describe how the ontology matching technique is used for the OBF and the different 

types of feedback that can be generated. As explained in Section 2.2.2, we need to work with the 

extracted vocabularies, instead of the whole QR model, when working with ontology matching 

techniques. Therefore, along this section we assume that the reference and learner models are 

represented in terms of their extracted vocabularies. An evaluation plan for the techniques presented 

in this section can be found in the Appendix A of the document. 

 

4.1. Ontology matching process for OBF 

In order to select a suitable ontology matching tool for the OBF process, an evaluation with some 

state-of-the-art alignment systems was done in the context of QR modelling (details of this evaluation 

experiment can be found in Deliverable 4.1). After analysing the results, we decided to use CIDER [5] 

as ontology matching system (though not discarding other options in the future). 

4.1.1. Grounding-based alignment 

According to the OBF algorithm described in Section 2.4, the first step to find the equivalent terms 

between the learner and reference models is based on exploring their respective groundings. Since 

the concepts of both models are grounded to a common vocabulary, we use these relations to infer a 

preliminary set of mappings. Let us assume that the learner model has a concept labeled Death that is 

grounded to the DBpedia resource Mortality rate: 

<owl:Class rdf:about = “&qrm;owl_ae_Death”> 
 … 
 <owl:sameAs rdf:resource = “http://dbpedia.org/resource/Mortality_rate”/> 
</owl:Class> 

 
 
The reference model has a concept labeled Mortality that is also grounded to the same DBpedia 

resource Mortality rate: 

<owl:Class rdf:about = “&qrm;owl_ae_Mortality”> 
 … 
 <owl:sameAs rdf:resource = “http://dbpedia.org/resource/Mortality_rate”/> 
</owl:Class> 
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Therefore, as they share the same meaning, we can infer that Death and Mortality are equivalent 
terms. In OWL, this can be expressed by establishing that both learner term and reference term are 
subjects of two owl:sameAs statements with the same DBpedia resource as object. In the grounding-
based alignment, we transform these statements into owl:equivalentClass ones with the learner term 
as subject and the reference term as object.  
 

<owl:Class rdf:about = “&qrm;owl_ae_Death”> 
 … 
 <owl:equivalentClass rdf:resource = “&qrm2;owl_ae_Mortality”/> 
</owl:Class> 

 
 

These new statements are included in a new owl file that will be also used as input for the ontology 

matching tool, together with the exported models in OWL. 

4.1.2. Identification of equivalent terms 

After identifying the preliminary set of mappings based on common groundings, we apply the ontology 

matching system. As result, we obtain a list of equivalences between learner terms and reference 

terms. This list is generated at the beginning of the OBF process and is used as starting point in all the 

feedback techniques described in this document. 

These mappings are described in RDF following the Alignment Format [4]. Thus, each mapping is 

represented by a cell that contains the URI of the two related terms, the type of relation between them 

and a numerical value as a quantitative measure of how similar they are: 

 

<map> 
    <Cell> 
      <entity1 rdf:resource='http://www.dynalearn.eu/models/Model23.owl#owl_ae_Death'/> 
      <entity2 rdf:resource='http://www.dynalearn.eu/models/Expert6.owl#owl_ae_Mortality'/> 
      <relation>=</relation> 
      <measure rdf:datatype='http://www.w3.org/2001/XMLSchema#float'>0.4526</measure> 
    </Cell> 
  </map> 

 

4.1.3. Measuring similarity between models 

The list of equivalent terms resulting from the ontology matching process is analyzed to obtain some 

quantitative values indicating how similar the models are. These values are obtained by means of 

different metrics with different expressiveness degree.  

Algorithm 

1. Get the number of equivalent terms found between the two models using CIDER: nEquivalent 

2. Get the number of terms from the learner model analyzed during the matching process: 

totalLearner 

3. Get the number of terms from the reference model analyzed during the matching: totalRef 

4. Calculate the output values: 
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a. Percentage of terms in the learner model with an equivalence in the reference model: 

ertotalLearn

tnEquivalen
tLearnerpEquivalen   

b. Percentage of terms in the learner model without an equivalence in the reference model: 

ertotalLearn

tnEquivalenertotalLearn
LearnerpDifferent


  

c. Percentage of terms in the reference model with an equivalence in the learner model: 

totalR

tnEquivalen
tRpEquivalen   

d. Percentage of terms in the reference model without an equivalence in the learner model: 

totalR

tnEquivalentotalR
RpDifferent


  

 

4.2. Solving terminological mismatches 

As result of applying ontology matching techniques between a reference model and the learner model, 

we obtain a set of semantic correspondences (mappings) between the terms of both models. We 

analyze these correspondences to check whether the terms from the learner model are well defined 

regarding the terminology of the reference model or not. This type of mismatches can be found in 

models from all the learning spaces. We describe now the types of terminological mismatches that we 

can find using ontology matching. 

4.2.1. Mismatches in terminology 

Firstly, we check whether the learner terms are properly grounded and labeled. Two terms that have 

been deemed equivalent in the ontology matching process could share the same label and grounding. 

By comparing the learner terms with their equivalent reference terms we are able to detect these 

differences and suggest a better option to the student. As an example of this, if a learner has an entity 

labeled Sustainable biomass but the equivalent term in the reference model has the label Carrying 

capacity, the system will point out the difference so the learner can replace the label by the one used 

in the reference model. Differences between the groundings are also possible, since two terms with 

different grounding can be still found equivalent by the ontology matching. 

Algorithm 

For each one of the equivalences found between the models: 

a. Compare the labels of the learner term and the reference term 

b. Compare the groundings of the learner term and the reference term 

c. If the labels and/or the groundings are different, add a new difference to the list of 

differences including the information of both terms. The relation between the terms is set to 

equivalent. 
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Figure 1  illustrates the interface that shows the results of this OBF technique in the current DynaLearn 

prototype. However, in future stages of the project the ontology-based feedback will be communicate 

to the user via VC. 

 

 

Figure 3 Mismatches in terminology in the OBF interface 

 

4.2.2. Missing terms in the learner model 

Aligning the two models and knowing how similar the terminology used by two models is, we can 

identify the terms that are present in the reference model but not in the learner one. Those terms, 

called missing terms, can be important for the right construction of the model. Therefore, they are 

presented to the learner who decides whether to include them in the model or not. 

Algorithm 

For each term from the reference model: 

• Search the URI in the list of equivalent terms 

• If not found, add the missing term to the list of differences between the models 

 

In the current interface for the ontology-based feedback in DynaLearn the information is shown as 

Figure 4 illustrates. 
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Figure 4 Missing terms in the OBF interface 

 

4.2.3. Extra terms in the learner model 

The learner model can contain terms which are not defined in the reference model. This might indicate 

that those terms are not needed and thus considered as extra terms. Those terms are shown to the 

learner who can remove them from the model if necessary. 

Algorithm 

For each term from the learner model: 

• Search the URI in the list of equivalent terms 

• If not found, add the extra term to the list of differences between the models  

 

In the current interface for the ontology-based feedback in DynaLearn the information is shown as 

illustrated in Figure 5. 
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Figure 5 Extra terms in the OBF interface 

 

4.3. Solving hierarchical mismatches 

In addition to the differences between the terms used in the learner model and the reference model, 

we can also find the differences between the hierarchical structure of both models, thus discovering 

the missing hierarchical relationships for the found missing terms. 

This technique can only be applied to models built in learning space 6, given that we need the 

hierarchy of entities to provide this type of feedback. This technique has to be executed after obtaining 

the list of missing term. 

After aligning the two models and finding the missing terms, we can analyze the hierarchical 

relationships of those terms. The missing terms are hierarchically related with other terms in the 

reference model, as subtypes or supertypes. Even if a term is missing in the learner model, the terms 

related to it in the reference model could be present in the learner model. In that case, the hierarchical 

relation is suggested to the student together with the missing term. 

As an example, Figure 6 shows the entity hierarchy of a learner model and Figure 7 the entity 

hierarchy of a reference model: 

 

Figure 6 Entity hierarchy of a learner model about communicating vessels 
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Figure 7 Entity hierarchy of a reference model about communicating vessels 

 

In this example we can see that the term Water is missing in the learner model and thus can be 

suggested to be added to the model. In addition, we see that in the reference model Water is subclass 

of the entity Liquid, which has a correspondence in the learner model. Therefore, the learner term 

Liquid will be suggested as superclass of Water as a missing hierarchical relation.   

In the case Liquid was the missing term in the learner model instead of Water, this OBF technique 

would produce three suggestions: Liquid, the missing term, should be added as subtype of the term 

Substances of the learner model; Liquid should be added as supertype of the term Oil of the learner 

model and Liquid should be added as supertype of the term Water of the learner model; 

 

Algorithm 

For each term in the reference model that is missing in the learner model: 

1. Get the superclass of the term in the reference model (refSuperclass) 

2. Look for the equivalent term of the refSuperclass in the learner model (userSuperclass) 

3. If userSuperclass exists (is not a missing term), add to the list of differences. In this case the two 

terms included in the list of differences are: 

i. The missing term in the learner model (the information is obtained from the reference 

model)  

ii. userSuperclass (the term from the learner model) 

iii. The relation between the terms is set to subClassOf to indicate that the reference term 

(the missing term) should be added as subtype of the learner term (userSuperclass). 

4. Get the subclass of the term in the reference model (refSubclass) 

5. Look for the equivalent term of the refSubclass in the learner model (userSubclass) 

6. If userSubclass exists (is not a missing term), add to the list of differences. In this case the two 

terms included in the list of differences are: 

i. The missing term in the learner model (the information is obtained from the reference 

model)  
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ii. userSubclass (the term from the learner model) 

iii. The relation between the terms is set to superClassOf to indicate that the reference 

term (the missing term) should be added as supertype of the learner term 

(userSubclass). 

 

In the current interface for the ontology-based feedback in DynaLearn the information is shown as 

illustrated in Figure 8. 

 

Figure 8: Missing hierarchical relationships in the OBF interface 
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5. Semantic Reasoning 

In order to discover hierarchical inconsistencies between the models, we use semantic reasoning 

techniques by applying certain entailment rules. These rules allow us to detect inconsistencies 

between the learner and the reference models that go beyond of finding terminological mismatches 

and structural differences in the entities hierachy. The applied inference level has to be adapted, given 

that the higher the expressivity level is, the longer the reasoning time (though it also depends on the 

instances). Therefore, a trade-off between performance and inference level becomes necessary, 

taking into account that the potential volume of semantic content will be high. 

In our current prototype we use Jena built-in reasoner
1
, though any other reasoner can be used. 

Notice that in this document we are bringing forward the application of semantic reasoning techniques. 

However, this task will be approached later in the project (see Deliverable 4.4). 

 

5.1. Inconsistencies between hierarchies 

By using a semantic reasoner, we can search for differences between the hierarchies of the learner 

model and the reference model that lead to an inconsistent state. Notice that in this case we are also 

working with the extracted vocabulary of the models in order to apply the semantic reasoners.  

Let us say the learner model defines the entity Whale as subclass of Fish. However, the reference 

model states that the equivalent term Whale is subclass of Mammal. As the entities Mammal and Fish 

have been declared as disjoint classes, these two statements result to be inconsistent. As a result, the 

system informs the student of the inconsistency so the hierarchy can be reviewed and changed 

accordingly. 

Algorithm 

1. For each pair of equivalent terms between the learner and the reference model: 

a. Get from the extracted vocabulary of the reference model all the statements related to the 

current reference term. The search covers all the superclasses of that term plus the 

properties in which the term appears as domain and/or range. 

b. Get from the extracted vocabulary of learner model all the statements related to the current 

learner term. The search covers all the superclasses of that term plus the properties in 

which the term appears as domain and/or range 

c. Add the sets of statements selected in both, learner and reference vocabularies, to a 

temporary ontology. 

2. Once the temporary ontology contains the necessary statements from the two models, search for 

duplicate statements and remove them from the temporary ontology. 

3. Apply a semantic reasoner to the temporary ontology. 

4. Add the list of inconsistencies to the list of differences between the models. 

                                                           
1
 http://jena.sourceforge.net/inference/ 
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6. Structure Comparison 

Besides the ontology-based comparisons described in previous sections, we also exploit the particular 

semantics of the QR vocabulary to perform more QR-specific comparisons between the models. In 

fact, we can identify common model structures that are present in the reference model but not in the 

learner model, thus revealing differences between model structures. 

In this type of feedback, and opposite to the rest of feedback techniques, we need to deal with the QR 

model exported in OWL instead of doing it with its extracted vocabulary. That is because of the 

extracted vocabulary version does not contain the description of some ingredients like model 

fragments, influences or proportionalities, which appear in the model structures we want to compare. 

 

6.1. Differences between model structures 

This last functionality is about finding structures from the QR point of view that are present in reference 

model and are not in learner model. Even if there is not any inconsistency between processes, these 

missing structures can modify the final behavior of the model.  

To detect these differences, we make a structural comparison between the models. First, patterns in 

the reference model are searched; then, by means of the set of mappings, we look for the same 

patterns in the learner model. This comparison process can detect that some model structures are 

missing in the learner model. Figure 9 illustrates this. In the example, an inequality property in Number 

of quantity and the positive influence between the quantities Birth and Number of are pointed out to 

allow the student to make the corresponding changes. 

 

 

Figure 9: Example of feedback on missing model structures 

 

 

 



Project No. 231526  

Page 25 / 32 

DynaLearn D4.1 

Algorithm 

For each pair of equivalent terms between the learner and the reference model: 

1. Get the model fragments from the reference model where the reference term appears 

2. For each model fragment found in the reference model: 

a. Extract the rest of terms that constitute the model fragment 

b. In the learner model, search for the most similar model fragment to the reference one 

c. Extract the ingredients involved in the learner model fragment 

d. Compare the two lists of ingredients, adding the missing ingredients (and the 

superfluous ones) to the list of differences. 
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7. Conclusion 

This deliverable describes the current state and progresses on Task 4.2 “Ontology-based feedback on 

model quality”. First, we have presented the relation between the OBF component and the rest of 

DynaLearn components, as well as the preconditions that have to be accomplished before executing 

the process. Then, we have defined the different types of feedback grouped by the technology applied 

in each case. At the beginning of this document we present the format of the necessary data for 

starting the process (the input data). In addition, we describe the data provided as result (output data) 

form the communication elements between ST and CM components for the OBF process. The rest of 

the document describes in detail the behaviour of each type of feedback. The necessary techniques 

and algorithms have been presented and discussed. 

In summary, the goal of Task 4.2 has been achieved, although further refinements are expected in the 

future, when user-based experiments will be carried out, and a significant amount of models will be 

available in the repository for experimentation. In the meantime, the OBF module already provides the 

basic mechanisms to analyse pairs of QR models in order to compute similarities and differences, 

aimed to suggest quality improvement during the modelling construction process.    
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8. Discussion 

There are still some open questions related with the ontology-based feedback that will be solved in the 

future of the project. We have seen the benefits of grounding the terms before executing the ontology-

based feedback. However, it is still unclear where we should put the boundary to decide that a model 

has enough terms grounded to ensure the ontology-based feedback will get better results. An option 

we are discussing is to ground at least all the entities and quantities of the model, Other types of 

ingredients, like configurations that represent relations between entities, can be more difficult to 

ground. Also, wrong groundings of terms can be damaging for the ontology-based feedback. A 

preliminary set of mappings is generated based on the groundings, so a wrong grounding could 

generate a wrong mapping between terms, Therefore, the models have to be grounded enough, but 

without introducing wrong groundings. 

Finally, the ontology-based feedback compares a reference model and a learner model to point out 

the differences and help the student to have a better model. However, it is not clear yet the amount of 

information about the reference model that should be given to the student. An option is to allow the 

learners to see completely the reference model used, so they can analyze and understand the 

differences between the two models. On the other hand, this option also allows the student to copy the 

reference model without understanding the reasons of the differences. 
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Appendix A: Evaluation plan of Ontology-Based Feedback 

We need to evaluate how useful the OBF is during the learning process and how it can help the 

students to improve the quality of their models. These evaluations will involve the educational experts 

of this project and will take place in a short future. However, before doing that we need to evaluate the 

correctness of the results of the OBF. This first evaluation is the one we are describing in this 

document. 

The hypothesis is that Ontology Matching techniques can be applied to QR models to find 

equivalences (or mappings) between terms. Therefore, we need to test the correctness of those 

mappings. 

 

Description of the evaluation 

The models to be used in the evaluation will be stored in the Semantic Repository. The models will be 

individually pre-grounded, so the evaluators do not have to ground them. This is because in this 

experiment we are not evaluating the grounding process 

The evaluators will receive a list with the learner models and the reference models they have to use in 

each exercise. Evaluators will open from the repository one of the learner models and they will ask for 

feedback using the corresponding reference model. Then, they will go through all the types of 

feedback, checking all the suggestions made about the learner terms. For each suggestion, the 

evaluator will assess its correctness using specific buttons in the interface. The data will be 

automatically registered in a log file. 

The evaluation will consist of two parts: 

Part A 

In this part, the learner models will consist of different versions of the reference model, created by 

making specific modifications over some terms to cover all the types of feedback. Given the high 

similarity between the two models to compare, the suggestions will be easy to understand and will 

thus be easy to evaluate as well. This part of the experiment will allow evaluators to familiarize 

themselves with the tool and the evaluation procedure. 

Part B 

In the second part, the two models will be made by different users that try to model the same topic. In 

this case, we think more differences will be generated and evaluation will take more time and effort. 

This part will be the most important, since it represents the actual use case of the OBF. 
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Metrics for each type of feedback 

Mismatches in terminology 

The terms of the learner model and the terms of the reference model found as correspondent by the 

Ontology Matching process are compared (the labels and the groundings) and the differences are 

shown to the user. 

Values to measure: 

 Number of times that evaluator agrees with using the suggested label (the one used in the 

reference term) for the learner term. 

 Number of times that evaluator does not agree with the suggested label. 

 Number of times that evaluator agrees with using the suggested grounding (the one used in 

the reference term) for the learner term. 

 Number of times that evaluator does not agree with the suggested grounding. 

 Number of times that evaluator considers the pair of equivalent terms as a wrong mapping. 

Missing terms in the learner model 

After matching the learner model with the reference one, the terms from the reference model that do 

not have an equivalence counterpart in the learner model are shown as missing terms. 

Values to measure: 

 Number of times that users agree that the suggested term should be added to the model: 

 Number of times that evaluator agrees with the label of the reference term. 

 Number of times that evaluator does not agree with the label. 

 Number of times that evaluator agrees with the grounding of the reference term. 

 Number of times that evaluator does not agree with the grounding. 

 Number of times that evaluator considers that already has that term (missing mapping case). 

 Number of times that evaluator considers that the term is not necessary in the learner model. 

Extra terms in the learner model 

After matching the learner model and the reference one, the terms from the learner model without 

equivalence in the reference model are shown as missing terms in the reference model. 

Values to measure: 

 Number of times that users agree that the extra term should be removed from the model. 

 Number of times that users consider, after seeing all the terms in the reference model, that the 

term is actually present in the reference model (missing mapping case). 

Missing hierarchical relationships 

These missing terms are hierarchically related with other terms in the reference model, as subtype or 

supertype of those terms. Even if a term is missing in the learner model, the terms related to it in the 
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reference model could be present in the learner model. In that case, the hierarchical relation is 

suggested together with the missing term. 

Values to measure: 

 Number of times that evaluator agrees with the suggested term and also with the suggested 

relation. 

 Number of times that evaluator does not agree with the suggested relation. 

 Number of times that evaluator considers the suggested mapping as a wrong mapping 

between the superclass in the reference model and the equivalent term in the learner model. 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 




