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ABSTRACT
In this technical demonstration, we showcase an event search
engine that facilities instant access to an archive of web
video. Di↵erent from many search engines which rely on
high dimensional low-level visual features to represent videos,
we rely on our proposed semantic signature. We extract se-
mantic signature as the detection scores obtained by apply-
ing a vocabulary of 1,346 concept detectors on videos. The
semantic signatures are compact, semantic and e↵ective, as
we will demonstrate for on-the-fly event retrieval using only
a few positive examples. In addition, we will show how the
signatures provide a crude interpretation on why a certain
video has been retrieved.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing; H.3.3 [Information Storage and

Retrieval]: Information Search and Retrieval

Keywords
Video event detection, semantic video representation

1. INTRODUCTION
The goal of this demonstration is to showcase the value

of a video representation based on semantic signatures for
on-the-fly event retrieval. Semantic signature are extracted
as the detection scores obtained by applying a vocabulary
of 1,346 concept detectors on videos. Di↵erent from existing
video event detection systems relying on high dimensional
low-level features, like the ones active in TRECVID [15],
our video representation has several benefits. First, semantic
signatures are substantially more compact compared to high
dimensional low-level features, allowing us to train event
models in real-time. Second, semantic signatures transfer
prior knowledge from the annotations used for the concept
detectors, which is useful when few positive video event ex-
amples are available. Third, the semantic signatures are
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Figure 1: Semantic signature for a web video show-

ing the event Attempting a board trick. Since the

semantic signature is both expressive and compact,

it can be exploited for on-the-fly event detection.

What is more, it provides a crude form of recount-

ing.

much easier to interpret by human users, see Figure 1. While
others have also considered the value of semantic representa-
tions for video analysis, e.g., [3–5,7,8,10–12,18], we are the
first to demonstrate their benefit in a video search engine
for on-the-fly event training and classification.

2. SEMANTIC SIGNATURE
To extract the semantic signature, we need a set of pre-

trained concept detectors. For this purpose, we use a pool
of 1,346 concept detectors trained on two publicly available
datasets: the TRECVID 2012 Semantic Indexing task [1,15]
and the ImageNet Large-Scale Visual Recognition Challenge
2011 [2]. The former has annotations for 346 semantic con-
cepts from web videos, and the latter has annotations for
1,000 semantic concepts on photos. We follow the well-
known bag-of-words implementation of the 1,346 concept
detectors. We use densely sampled SIFT, OpponentSIFT
and C-SIFT descriptors [17] with Fisher vector coding [13].
The codebook used has a size of 256 words. As a spatial
pyramid we use the full image and three horizontal bars [6].
The feature vectors representing the training images form
the input for a fast linear Support Vector Machine [14].

After training the concept detectors, a semantic signature
is computed by applying the concept detectors on video. We
compute all concept detector scores per video frame, which
are extracted once every 2 seconds. By concatenating and
normalizing the detector outputs, each frame is represented
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Figure 2: Experiment 2: Comparing event detection

accuracies of semantic signatures and low-level fea-

tures under varying training conditions. Semantic

signatures outperform low-level features when there

are less than 25 positive examples available for train-

ing the event classifier.

by a concept score histogram of 1, 346 elements. Finally the
concept score histograms are aggregated into a video-level
representation by average-pooling, which is known to be a
stable choice for video classification [11]. We call the final
histogram of concept detector scores a semantic signature.
When training an event model on top of the semantic sig-
natures we consider a linear SVM classifier. Since we use
a compact semantic signature for representing the videos,
the process of training a model and retrieving the videos on
unseen video collections can be done in real-time.

3. EXPERIMENTAL EVALUATION

3.1 Event Dataset
We perform our experiments on the challenging TRECVID

Multimedia Event Detection 2013 corpus, as the largest pub-
licly available video corpus in the literature for event detec-
tion [15, 16]. We rely on three partitions of videos defined
by NIST in our experiments: MED test, Event Kit, and
Background including around 27K, 2K, and 5K videos, re-
spectively. The videos come with ground truth annotation
at video level for 20 event categories, such as Marriage pro-

posal, Attempting bike trick and Making sandwich. We use
the Event Kit and Background partitions as the train set
and we use the MED test partition as the test set.

3.2 Experiments
We investigate the advantages of semantic signatures over

low-level features by performing three experiments. In our
experiments, the low-level features are extracted by densely
sampling SIFT, OpponentSIFT and C-SIFT descriptors from
video frames sampled every 2 seconds. The extracted de-
scriptors are encoded by a Fisher vector, with the codebook
of 256 words, and averaged over video frames to obtain the
video-level representations. For both the semantic signature
and the low-level features we train event detectors by a fast
linear Support Vector Machine.

Table 1: Experiment 1: Comparing time and mem-

ory e�ciency of semantic signatures vs low-level fea-

tures. Semantic signatures are considerably more

time and memory e�cient.

Time (milliseconds) Memory (megabytes)

Train Test Train Test

Semantic Signature 364 59 107 277
Low-level 22,086 3,363 6,538 16,891

1. E�ciency: We compare the time and memory ef-
ficiency of semantic signatures vs low-level features.
Our comparisons are focused on e�ciency of training
and testing event classifiers and do not include fea-
ture extraction computations. Obviously, extracting
semantic signatures requires an extra step to apply vo-
cabulary concept detectors on video low-level features.
However this step can be performed e�ciently by us-
ing available pre-trained concept detectors. In this
experiment, we measure the time required for train-
ing and testing each of the 20 event classifiers. More-
over, we report the memory required to train and test
each event classifier, to assess the memory e�ciency.
We repeat this process 50 times and report the aver-
aged results on a computer with a CPU Intel Xeon
E5-2690@2.90GHZ and 256GB of memory.

2. Accuracy: We evaluate the event detection accura-
cies of low-level features and semantic signatures in
various training conditions: We start from using one
positive example during training, then gradually in-
creasing the number of positives. At each iteration,
the positive examples are randomly selected from the
available positive examples per event. To compensate
for the random e↵ect we repeat the experiments 100
times and report the average performances. The event
detection accuracies are reported in terms of mean av-
erage precision.

3. Interpretability: We showcase two examples of the
capabilities of semantic signatures in explaining video
content: video summarization, where each video is sum-
marized by identifying its dominant concepts, and video

translation, where a set of textual descriptions are gen-
erated for each video as we proposed in [4].

4. RESULTS

4.1 Efficiency
The results of this experiment are shown in Table 1. Train-

ing and testing of event classifiers with semantic signatures
instead of low-level features requires 60 times less memory.
Moreover, training and testing event classifier from seman-
tic signature is respectively 61 and 57 times faster than low-
level features. The results demonstrate the e↵ectiveness of
semantic signature for real-time search of video events with-
out the need of large memory resources.

4.2 Accuracy
As Figure 2 shows, semantic signatures outperform low-

level features when there are less than 25 positive examples
available for training the classifiers. i.e. by using 10 positive
examples, semantic signatures lead to an accuracy of 0.127,



Figure 3: Experiment 3: The interface of our event video search engine for explaining video content. The

upper part provides a summary of the video by plotting the histogram of its dominant concepts. This

histogram can be used to explain why the video has been retrieved. The lower part of the figure, demonstrates

video translation in terms of textual descriptions. Moreover, the tag-cloud indicates the most frequent terms

extracted from the translations [4].

where low-level features obtain 0.100, in terms of mean av-
erage precision. We explain it by the fact that semantic
signatures transfer knowledge from the training examples
used for their concept detectors. The transferred knowledge
is especially e↵ective when the number of positive examples
is low. It demonstrates the suitability of semantic signa-
tures for real-world event search scenarios, where only a few
positive examples are provided by the user.

4.3 Interpretability
Video Summarization: As shown in Figure 3, a com-

pact summary of video is obtained by selecting the most
dominant concepts within semantic signatures for the video.
This video summarization can be used to explain why a
video has been retrieved for a specific event.

Video Translation: We use semantic signatures to gen-
erate textual descriptions of videos. Following our previous
work [4], we first identify the dominant concepts per video,
as proposed in [9]. Then, we concatenate captions of the
dominant concepts and create a query. Finally, we search
for the created query in a large pool of textual descriptions
to find the sentences which best match the video content.
Figure 3 shows some examples of the retrieved descriptions

for a video. In this figure, the tag-cloud shows the most
frequent terms in the retrieved descriptions.

5. DEMONSTRATION
We demonstrate a semantic video search engine that al-

lows user to create a model for an arbitrary event on-the-
fly. Our system shows di↵erent videos to an interacting
user (Figure 4 (left)). In order to create a model for an
event, such as attempting a board trick, cleaning an appli-

ance or birthday party, the user selects a handful of positive
video instances. The positive examples are supplemented
with random negatives, to train an event model. Based on
this model our video event search engine ranks the videos in
an unseen test video collection by their event classification
scores (Figure 4, right). Users may inspect the semantic
signatures of the retrieved videos by clicking the appropri-
ate button. Then, a summary of the video as well as its
generated textual descriptions are returned to user to pro-
vide a better understanding about why the video has been
retrieved, see Figure 3. Taken together, the search engine
provides a means to interact with human to get instant ac-
cess to complex events in video collections.
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Figure 4: User interface of our event video search engine, based on semantic signatures, with a few user

marked examples (left). The results of our on-the-fly event training model are displayed on unseen web video

(right). Note that with only a handful of positive event examples, we can obtain a quite accurate retrieval

result. The user may inspect the video summary and its textual translations by using the video interpreter,

see Figure 3.
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