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Abstract

Modeling the user’s attention is useful for responsive and
interactive systems. This paper proposes a method for es-
tablishing joint visual attention between an experimenter
and an intelligent agent. A rapid procedure is described
to track the 3D head pose of the experimenter, which is used
to approximate the gaze direction. The head is modeled
with a sparse grid of points sampled from the surface of a
cylinder. We then propose to employ a bottom-up saliency
model to single out interesting objects in the neighborhood
of the estimated focus of attention. We report results on a
series of experiments, where a human experimenter looks at
objects placed at different locations of the visual field, and
the proposed algorithm is used to locate target objects auto-
matically. Our results indicate that the proposed approach
achieves high localization accuracy and thus constitutes a
useful tool for the construction of natural human-computer
interfaces.

Keywords: Head pose estimation, gaze estimation, joint

attention modeling, saliency, intelligent interaction.

1. Introduction

Creating a more natural interface between humans and
intelligent agents is a challenging problem, which has
drawn considerable interest in the recent years. One pop-
ular approach in the construction of naturally interacting
agents relies on the exploration of interaction between hu-
mans. From communication point of view, establishing and
maintaining social interaction requires sustaining a continu-
ous joint attention. As such, building a module that enables
an embodied agent to determine the focus of joint attention
of a human is clearly a major step in the construction of
naturally interacting embodied agents.

Visual cues are extensively used for implementing work-
ing models on embodied agents, and the visual distinctions
that can be perceived by the embodied agent serve as affor-

dances [7]. Intuitively, joint attention modeling relies on the
estimation of gaze direction to a large extent. On the other
hand, head pose provides a coarse estimate for gaze direc-
tion. Recent approaches in this direction employ Bayesian
principles to explore action spaces statistically, followed by
gradual learning of action groups and communicative pref-
erences [4, 8]. In this paper we show that the head pose
is not directly usable as the gaze vector in most cases, and
seek to improve the estimation for the gaze vector by learn-
ing an interpolation function. As in [4], we assume that the
eye region does not provide sufficient resolution for gaze
direction estimation, and we do not make use of the eyes.

The outline of the paper is as follows. In Section 2, a
short overview of the algorithm is presented. Sections 3
and 4 elaborate on head pose and gaze direction estimation
algorithms, respectively. The resolution of focus of atten-
tion and the segmentation of the object of interest are given
in Section 5. We define three quality measures in Section 6,
under which we report experimental results in Section 7.

2. General overview of the system

The basic steps of the method are given as a pseudocode
in Algorithm 1. The algorithm is initialized with a frontal
face image, which initiates a sequence of interaction with a
human, henceforth called the experimenter. The face detec-
tion step can be performed until a frontal image is obtained.
Subsequently, the initialization assumption is not an overly
restrictive assumption. The first step of the proposed algo-
rithm is to adapt an elliptic cylindrical model based on the
face region for estimating the head pose. The head pose is
tracked with a Lukas-Kanade method, producing head pose
angles for each processed frame.

Once the pose angles are determined, two different neu-
ral network regressors are employed in the estimation of
gaze direction and depth of the object of interest along the
path of the gaze vector. The intersection of these two yields
a coarse estimate for the center of object of interest. Assum-
ing that the experimenters attention is deployed for more
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than0.2 seconds for any object of significance, estimates
from five consecutive frames are pooled to give a more ro-
bust decision. Each estimate corresponds to a probability
distribution of pre-determined size around a mean location.
The combination gives a broad indication of the feasible re-
gion for target object. Finally, feature saliency is computed
within this region to segment out the object of interest.

Algorithm 1 Object Detection Through Joint Attention.
Initialize algorithm
while receiving visual inputdo

Use Viola-Jones algorithm to detect a frontal face
end while
Adapt cylindrical head model and initialize pose
while receiving visual inputdo

for i= 1 to 5do
Get the next frame
Update head pose via Lukas-Kanade algorithm
Estimate gaze direction by NN regression
Estimate depth of the object by NN regression
Pool estimates

end for
Determine estimated target region
Compute saliency
Perform object segmentation

end while

3. Head pose estimation

This section details the real-time head tracking and 3D
head pose estimation algorithm, which is based on Lucas-
Kanade optical flow method [6]. A single pin hole camera
model is assumed for perspective projection. The human
head is modeled as an elliptic cylinder and the 3D head
model is superposed on the detected face area, which is
found by Viola-Jones algorithm [10].

The pose of the head is represented as a pose vector
p0 =

[

r0
x, r0

y, r0
z , t0x, t0y, t0z

]

, which is a collection of rota-
tion and translation parameters. This vector is initialized by
assuming that the initial frameF0 contains a fully frontal
face, where the eye-contact is established between the agent
and the experimenter, and a session of joint attention is ini-
tialized. From this point on, the agent tracks the gaze of the
experimenter. For frameF0, the pitch and yaw angles (r0

x

andr0
y) are both set to zero. The roll angle (rz

0) is initialized
to the arctangent of the angle between the horizontal axis
and the line connecting the two eye centers. The transla-
tions alongx- andy-axes are initialized in relation with the
radius of the elliptic cylinder and the face region obtained
from the Haar classifier after a normalization with respect
to the center point of the image. The depth of the head,t0z,
which describes the distance of the head from the camera,
is set to a pre-determined value.

The 3D coordinates of each point with respect to the ref-
erence frame is determined by regularly sampling points on
the cylinder, which are then projected on to the 2D image

(a) (b)
Figure 1. (a) Orientation of the cylinder and its visualization on im-
age plane, (b) Perspective projection of pointp onto image plane
by a pin hole camera assumption.

plane. Initially the cylindrical head model is assumed to be
centered and aligned alongy-axis of the reference frame as
seen in Figure 1-(a). Any pointp = (px, py, pz)

T on the
cylinder satisfies the following explicit equation:

(

px

rx

)2

+

(

pz

rz

)2

= 1, (1)

whererx andrz stand for the radii of the ellipse alongx-
andz-axes, respectively. The visible part of the cylinder is
sampled from aNs×Ns grid onx−y plane and correspond-
ing depth values are obtained by using Equation 1. These
points are used in the Lucas-Kanade optical flow algorithm.

We use a perspective projection to obtain the 2D pixel
coordinates in the image plane. Letp = (px, py, pz)

T in
Figure 1-(a) be a point sampled from the surface of the
cylinder andu = (ux, uy)T be its projection on the im-
age plane. Figure 1-(b) illustrates this setting and the sim-
plifying pin hole camera assumption. Using similarity of
triangles in Figure 1-(b), the following equations apply for
the relation betweenp andu:

px = pzux

fl
,

py =
pzuy

fl
,

(2)

wherefl stands for the focal length of the camera. The per-
spective projection functionP(p) = u maps the 3D points
onto the 2D image plane. As seen in Figure 1-(a), the cylin-
der is observed at different locations and with different ori-
entations at two consecutive framesFi andFi+1. This is
expressed as an update in pose vectorpi by the rigid motion
vector∆µi = [ωi

x, ωi
y, ωi

z, τ
i
x, τ i

y, τ i
z]. In order to compute

this motion vector, we need to establish the relation between
pi andui of Fi and their corresponding locations onFi+1.
In formulation of this relation, three transformation func-
tions are employed as illustrated in Figure 1-(a). The 3D
transformationM mapspi to pi+1, whereas the 2D trans-
formationF mapsui to ui+1 and the perspective projection
functionP mapspi to ui.

Let pi denote the 3D location of a point sampled on
the cylinder at frameFi. The new location of the point at
Fi+1 is found by applying the transformation model,M,



which is represented by a rotation matrixR corresponding
to (ωi

x, ωi
y, ωi

z) and a translation vectorT = (τ i
x, τ i

y, τ i
z)

T ,

pi+1 = M(pi;∆µi) = Rpi + T.

The location of the projected point onFi+1 is found by us-
ing the 2D parametric functionF and applying the rigid mo-
tion vector∆µi, which summarizes the motion betweenti
andti+1:

ui+1 = F(ui;∆µi).

If illumination is assumed to be constant across consecutive
frames, the rigid motion vector can be obtained by minimiz-
ing the difference between the two image frames:

I(F(ui;∆µi)) = I(ui+1),

min(E(∆µi)) =
∑

ui+1∈Ω

{I(F(ui;∆µi)) − I(ui)}
2,

whereΩ stands for the set of points sampled onFi and
which are still visible onFi+1. The minimization problem
is solved by the Lucas-Kanade method [6]:

∆µi = −(
∑

u∈Ω

(IuF∆µi
)t(IuF∆µi

))−1
∑

u∈Ω

(It(IuF∆µi
)t),

whereIu an It are the spatial and temporal image gradi-
ents, andF∆µ is the interframe distance. The projection of
the point att = ti+1 can be expressed in terms of the 3D
location of the point atti and the rigid motion vector as:

ui+1 = P(M(pi,∆µi)).

Between two consecutive frames, the rotation can be as-
sumed to be very small, thus the rotation matrixR can be
approximated as [2]:

R =





1 −ωz ωy

ωz 1 −ωx

−ωy ωx 1



 .

Hence, the explicit representation of the perspective projec-
tion function in terms of the rigid motion vector parameters
and the previous coordinates of the point becomes:

P(M(pi,∆µi)) =

[

px
i − py

i ωz + pz
i ωy + τx

px
i ωz + py

i − pz
i ωx + τy

]

× fl

−px
i
ωy+p

y

i
ωx+pz

i
+τz

.

4. Gaze direction estimation

Head pose estimation is primarily used to determine the
focus of attention of a person. Wu and Toyama previously
developed a method that is based on fitting an ellipsoidal
head model to the 2D video image to estimate the pose an-
gle, not unlike our approach detailed in the previous sec-
tion [11]. This method was employed in Hoffman et al. to

follow the gaze of the instructor in a shared-attention sce-
nario [4].

Once the face is localized, an analysis of the eye re-
gion can reveal useful information about the gaze direc-
tion. While humans are very successful at estimating the
gaze direction of an interacting party, several factors make
this task very challenging for computers: Eyelids create oc-
clusion problems, face morphology effects eye shape and
characteristics, light conditions and reflectance change the
appearance of the iris [3]. In this application we assume that
the preconditions for such detailed processing are not met,
and we rely on the estimated head pose to reveal the gaze
specifics.

Figure 2. The experimental setup. Object indices and centers man-
ually annotated. The lines show the gaze ground truth, estimated
gaze direction, and a tolerance band around it.

The head pose is certainly indicative of the gaze direc-
tion. However, it does not completely specify the gaze di-
rection, since gaze involves the eye movements in addition
to the head pose. In [12], we have shown that the devi-
ation of gaze direction from the head pose direction is a
predictable, but nonlinear function. In the absence of re-
stricting assumptions with regards to the context of the ap-
plication (as in [9], for instance), as well as low-resolutiosn
face information, we opt for a two-layer backpropagation
neural network to interpolate the gaze direction from given
3D head pose vector estimates [1]. The training samples
required for the supervised training of the neural network
are obtained by manual annotation of the target object loca-
tions and the ground truth is composed of the slope of the
gaze direction vector. The nonlinear nature of the mapping
suggests a multi-layer architecture as opposed to having a
single layer. As in [12], a second neural network is used to
estimate the depth of object of interest along the estimated
gaze direction.

5. Saliency model

Once gaze direction is estimated, one needs to determine
a feasible region for searching focus of attention. Consid-



ering that the head pose provides a coarse estimate for gaze
direction, a tolerance interval is positioned around the gaze
vector and the resulting conic region is regarded as an initial
feasible region as in Figure 2. To determine the focus of at-
tention of the experimenter, we employ the popular bottom-
up saliency scheme proposed by [5]. This approach decom-
poses the saliency of a scene into separate feature channels.
The presence of illumination intensity, colors, oriented fea-
tures and motion are indicative of salient locations in the
scene. Each feature channel is separately used to determine
a feature-specific saliency map, which are then combined to
a saliency master map. In the original model, the saccadic
eye movements are simulated by directing a foveal window
to the most salient location, determined by a dynamic and
competitive Winner-Take-All (WTA) network [5]. Once a
location is selected, it is suppressed by an inhibition-of-
return mechanism to allow the next most-salient location
to receive attention.

We use this model for determining the most salient ob-
ject in the gaze direction of the experimenter. If there is
more information available as to the experimenters inten-
tions, or an instruction history that can provide background
probabilities with regards to which objects are more likely
to receive attention, these can be integrated into the saliency
computation in a top-down manner. For instance in [4], the
probability that an experimenter selects a particular object
is learned by fitting a Gaussian mixture model on the pixel
distribution.

Using saliency to fixate on the interesting objects reduces
the uncertainty in the estimation of the gaze direction. In
our model, the bottom-up saliency model receives a modi-
fied image from the gaze estimation module, where a par-
ticular region around the estimated gaze retains image in-
formation and the rest of the visual field is suppressed. This
forces the WTA to attend only to salient parts within the
gaze cone.

6. Quality measures

We employ three measures for quantifying the perfor-
mance in detection of the focus of attention. We first check
the estimated gaze direction and compare it to the ground
truth. We then manually annotate the bounding box for each
object and consider the ratio of the estimates falling inside
the bounding box to the number of all estimates for a par-
ticular object to denote the performance rate in detection of
focus of attention.

Quality measureQ1 indicates the error as deviation of
gaze direction estimated from the ground truth, where both
are measured on the image plane. It is the absolute dif-
ference between estimated gaze direction and the annotated
object center, denoted as∆γ and measured in radians. This
value should be as close to zero as possible.

Quality measureQ2 indicates the number of times the

target object falls within the estimated gaze area. Since
the segmentation step can recover from gaze estimation er-
rors, it is important to distinguish between cases of com-
plete miss and cases where the gaze cone touches the ob-
ject, and with high probability the saccadic search will visit
the correct object in time. Thus,Q2 is the ratio of times
the estimated gaze intersects the bounding box of the target
object to all estimates. This value is ideally close to unity.

Finally, Q3 measures how much the algorithm deviates
from the correct object center on image plane, in relation to
the rest of the objects. Let the true object centers be denoted
by ai, with i = 1, . . . , N , andN being the number of ob-
jects in the scene. If a target estimate for objectj is denoted
by ej,the distance to the true object is:

Dt = ‖ej − aj‖ .

The distance to the closest non-target object to the estimate
can be denoted by

Dc = arg min
i,i 6=j

‖ej − ai‖ .

TheQ3 measure pools the ratio of deviations of these dis-
tances:

Q3 =
∑ Dt

Dc

.

While using this measure, we expect to have values smaller
than 1, meaning that the distance to the target object is
smaller than the distance to the closest non-target object.

7. Experimental results

The experiments use ten video sequences recorded at
25fps for a total of4211 frames. All videos are recorded
in the same envorinment, where the experimenter and the
objects do not change. For all experiments, we employ a
ten-fold cross validation schemeand the mean and standard
deviations are reported for ten folds. The ground truth is
manually annotated.

In the first experimental setting (only head), the head
pose is assumed to be exactly the same as gaze direction,
and the tolerance band is positioned directly around the pose
vector. In the second setting (head + gaze), the neural net-
work regressor for the gaze estimation is taken into account.
Finally, for the third setting (head + gaze + depth), the neu-
ral network regressor for the depth estimation is used as well
to determine the focus of attention.

We position a tolerance interval (±τ , expressed as angu-
lar deviation) around the estimated gaze vector to search for
the object of interest. The impact of this tolerance parame-
ter is shown with a cumulative match characteristics curve
(CMC). The CMC curve plots the accuracy of the system
for a range ofτ values. This curve is shown separately for
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Figure 3. Cumulative Match Characteristics (CMC) curves for es-
timation of tolerance intervals around (a) head pose and (b) gaze
direction vectors.

head pose estimates and gaze estimates in Figure 3. Fig-
ure 3-(a) shows that the head pose, by itself, cannot appro-
priately constrain the search area for the target object. The
curve in Figure 3-(b), on the other hand, shows that a toler-
ance interval ofπ/64 leads to a reasonable detection rate.

Since accuracies depend on the placement of the objects,
we partition the objects into groups that indicate distance
from the experimenter (i.e.near and far, about 50cm.
apart), as well as into groups that indicate angular distance
from the frontal gaze direction (i.e.central andperipheral,
about45◦ apart). The average deviation from target in radi-
ans is 0.04 in the near and peripheral conditions, and 0.06
in the central and far conditions, respectively. The gaze di-
rection is correctly estimated in the majority of cases, and
there are no significant differences between object groups.
Furthermore, it is observed that the difference presents an
acceptable deviation, close to the tolerance value derived
from Figure 3-(b).

For thehead + gaze + depth setting, we have an addi-
tional depth estimation module, which enables us to get an
intersection of gaze vector and object depth, resulting in a
coarse object center estimation. Figure 4 shows these inter-
section points, indicating that the coarse estimates for object
locations are reliable. The object location is representedby

a Gaussian distribution centered around the initial estimate
with a standard deviation of50 pixels, which provides a
window width sufficiently close to the one derived from the
CMC curve.

Figure 4. Estimates for object center location.

Since human eye makes three to five saccades per sec-
ond, it is not realistic to form a feasible region for each
video frame and then compute saliency for a25fps rate.
Therefore we form bins of five consecutive frames and cal-
culate a feasible region for each of them. Since we do not
expect the focus of attention to change drastically in this
short time interval, we perform a smoothing operation on
the head pose vectors, gaze directions and estimated object
centers.

Figure 5 presents two feasible regions (for one bin) for
the (head + gaze) and (head + gaze + depth) settings, re-
spectively. For the (only head) setting, takingπ/5 radians
around the head pose estimate results in a large feasible re-
gion, where part of the background and several objects are
visible. For the setting (head + gaze), comparing Figures 3-
(a) and (b) it is clear that the tolerance band is narrower,
giving a smaller region to look for the object of attention.
However, the background is still present, and that may lead
to a confusion, as in the particular case shown in Figure 5-
(a). The feasible region is reduced in the third setting, and
only the object of interest is present. The segmentation is
shown in Figure 5-(b), with the object center indicated in
red.

The estimated salient region centers for one video se-
quence are depicted in Figure 6. In the (only head) set-
ting, the presence of the white cup in most of the feasible
regions lead to misleading decisions. In Figure 6-(a), the
drawback introduced by the background can be seen clearly.
The objects on the sides are mostly mapped to the back-

(a) (b)
Figure 5. Sample feasible regions and saliency-based segmenta-
tion for (a)head + gaze and (b)head + gaze + depth.



Table 1. Performance quantification for (only head), (head + gaze) and (head + gaze + depth).
(only head) (head + gaze) (head + gaze + depth)

Q2 Q3 Q2 Q3 Q2 Q3

µ µ ± σ µ µ ± σ µ µ ± σ

near 0.33 11.38 ± 2.85 0.33 0.67 ± 0.02 0.87 0.45 ± 0.63

far 0 26.03 ± 17.41 0.16 2.17 ± 0.15 0.72 1.03 ± 1.69

central 0 14.60 ± 12.69 0.55 1.67 ± 1.47 0.80 0.81 ± 1.49

peripheral 0.25 23.88 ± 10.03 0 1.47 ± 0.06 0.76 0.76 ± 1.04

(a) (b)

Figure 6. Estimated object center locations for Cases (a) (head +
gaze) and (b) (head + gaze + depth).

ground where the ones in the middle are determined with a
higher accuracy, as the background is not present in the cor-
responding feasible regions. For the (head + gaze + depth)
setting, we see that the estimated salient region centers are
more accurate when compared to the (head + gaze) set-
ting. Moreover, compared to Figure 5, which shows the
intersection of gaze direction vector and estimated depth,
these points are closer to annotated object centers and fall
mostly within the object boundaries. These intuitive results
are confirmed by quality measuresQ2 andQ3. Table 1 sum-
marizes the performance values for the settings (only head),
(head + gaze), and (head + gaze + depth), respectively. It
is clear that the extension of the method with gaze direc-
tion estimation and depth estimation leads to a significant
improvement in the performance.

There are several factors leading to degradation in per-
formance. First of all, it is harder to find the small objects,
since they are defined by a smaller bounding box. This has
a bearing on quality measureQ2. On the other hand, loca-
tion of the object on the table affects the performance rate
as well. As the yaw and pitch angles increase, the head pose
is harder to determine, since the view is less similar to the
template obtained from a frontal view. In that case, it is
more probable that the gaze direction and consequently the
estimated object location deviate from the correct localiza-
tion.

8. Conclusions

We have proposed a method for determining an attended
object location by using head pose estimates, which is use-
ful for establishing joint attention between a human and an
embodied agent. Our model uses estimation of head pose,

correction for gaze direction, and attention-based selection
for finding objects attended by the experimenter. We point
out to a shortcoming in the literature, in which the head
pose is taken for specifying the focus of attention. We seek
to remedy this by employing a neural network regressor that
interpolates the gaze direction from the head pose. We also
use a second regressor to further reduce the target search
area by estimating the depth of the object of focus in the
gaze field. By this means, we provide a first approximation
to an otherwise complex cognitive phenomenon.
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