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ABSTRACT x and y axes. This method is restricted to periodicity analy-

Periodicity attracts special attention in human cognitions's and was not applied to motion classification. Polana and

Hence it is important to consider that in automatic analysiye'Son [3.] \_/erified p_erformance of their appro_ach Wit_h a data
of motion events. This paper presents a method for repres-et containing 6 e}cyons perform_ed by 2 subjects V\.”th some
senting periodic events with which events can be compare%‘anger of over training due to limited number of subjects. In
irrespective of their duration. The effectiveness of such tead of using specific 'human body models, they used a gen-
representation is verified with event classification. eral approach for learning the e"ef“ models based on feature
extracted from a set of labeled videos. In our approach, a

Index Terms— motion analysis, action recognition, vi- similar data driven method is used for modeling events and

sual periodicity, periodic events, event representation we considered a much larger data set (9 actions performed by
9 subjects) for our experiments.
1. INTRODUCTION The approach presented in this paper makes use of the

concept of visual periodicity [6] for detecting periodic-be
Machine analysis of motion events is important to applicahavior in motion sequences. Unlike previous approachss thi
tions such as surveillance and video indexing. There exist&€ethod represents an event by extracting the temporal and
several different approaches for video-based motion aisaly spatial nature of the motion independently. The event clas-
[1, 2]. Motion events can be broadly classified as periodit ansification is done using the spatial features alone. The ad-
aperiodic events. The events which are repetition of somgantage of such a notion is that the events can be compared
basic motion sequence over time can be categorized as p&espective of their phase and duration . The rest of the pa-
riodic events. Human actions such as walking and runninger is organized as follows: Section 2 presents some of the
are the most common examples of such events. Detectiggcent methods used for motion analysis. Temporal analysis
and analysis of periodic events has been a topic of intemest 0f events plays a key role in the proposed method. Section
motion analysis. In their work, Polana and Nelson [3] pre-3 describes visual periodicity analyzer which is used in our
sented a Fourier analysis based method to analyze periodi®proach. The proposed method for event classificatioris de
events. Using the estimated frequency, the method represes¢ribed in section 4 with experimental results in section 5.
periodic events with features extracted from spatio-temralpo
solids corresponding to single cycle of the event and classi 2. ACTION RECOGNITION : RECENT
fication is done based on such a representation. The disad- DEVELOPMENTS
vantage of this method is that it requires temporal scaling
and phase correction for handling events with different fre The topic of motion analysis and action recognition has
quency and phase. Cutler and Davis [4] proposed a correvolved in many different directions. As a predominantglas
lation based approach for identifying periodic activitidhe  of motion events, some of the methods considered human
method works by segmenting the object from background andctions as a specific motion class and addressed the problem
finding the correlation between the extracted object seggnenof activity analysis with explicit models of human body sart
over time. Lattice representation of periodic events weezlu [7, 8]. A more general approach is to model actions with
for motion based object classification. The limitation iatth pose primitives. Thurau and Hlavac [9] used non-negative
the object has to be segmented in each frame for detecting perxatrix factorization (NMF) for determining pose primitve
riodicity and the motion classification relies on temporad b from a training set of different activities. Motion clasedt
havior alone. The work by Briassouli and Ahuja [5] analyzestion is done by representing events with pose histograms .
sequences with multiple moving objects and extracts the pesoldenberg et al. [10] presented a similar approach witle pos
riods of individual objects. The method works by projectingprimitives being determined using singular value decom-
the frame-images obtained after background subtractitm onposition(SVD). Weinland and Boyer [11] used a key-pose



based embedding technique for action recognition. The workerved variable:, captures the temporal behavior. The fre-
also discussed different methods for selecting key pose sijuency of the periodic event is estimated by combining the
houettes. Souvenir and Babbs [12] proposed a method fapectrum of each component of the unobserved variable.
view-invariant action recognition. The method learns low-  Let P,(f) be the estimated spectrum corresponding to un-
dimensional manifold corresponding to human actions as abserved variable, and\; be fraction of total variance re-
function of view point. The Radon transform of the key-posetained inu,. Then the combined spectrum is given as
silhouette is used for representing actions. 0

Visualization of actions as space-time volumes has lead to 5oy *
the development of a different class of methods which works P = Zzl Aata(f) 2)
with sptio-temporal features. Niebles et al [13] presermted -
unsupervised approach for learning human actions based on The dominant frequency components in the combined
a probabilistic model for latent topic analysis of videofeT ~Spectrum are obtained by using the approach in [16]. Peaks in
method used histograms of spatio-temporal features for regPectrum are detected using a dilation operation and freque
resenting action sequences. In their work Gorelick et g [14cies lower than frequency resolution of the periodogram are
proposed the use of Poisson equation in combination witdiscarded during further processing. Starting from the-low
space time shapes for action classification. The saliende a®st frequency, each peak in the spectrum is checked against
orientation of solution to Poisson equation are used ag loc@thers for its harmonicity. A frequency is called harmorfic i
space time descriptors_ The space time shapes are rem@seﬂt can be expressed as the linear combination of the existing
with weighted moments derived from local descriptors. Mosfundamental frequencies. A fundamental is required to have
of these methods tend to ignore repetitive behavior présent higher peak than its harmonics. Since multiple fundamental
many of the motion events. The method presented in this p&an exists in the spectrum, the fundamental together véth it

per makes use of this attribute of events for recognizingithe harmonics having highest total energy is used to represent t
dominant frequency component in the data. E&ff) be the

spectral energy at frequengyand f be a fundamental with
3. VISUAL PERIODICITY ANALYSIS harmonicsf;. The dominant frequencj.:, of the spectrum

. . .. Isobtained as:
The method proposed by Pogalin et al [6] for visual periodic-

ity detection works by aligning the object windows extrakcte - 0 i
using a suitable tracking algorithm. The periodic behavior Jest = arg H}%X {E(fk) * Z E(f’“)} 3)

of the object in the scene is analyzed with PCA [15], which o ) ’ )
groups together the input data that are spatially correlate In case of perlpdlc motion events, the frequency thus esti-
PCA captures the periodic variations in intensity and stedipe Mated gives dominant frequency of the event. As a temporal
the object with unobserved variables. The approach isgarti atribute, frequency does not carry spatial behavior oéabj

ularly interesting as the analysis is done by splitting tatad Motion. The following section presents a method for analyz-
into spatial and temporal components. ing motion events by extracting spatial behavior of the cbje

LetY = [y, 2 ... yen] be aD x N matrix that repre-  motion.

sents the input video data (object windows) withframes,

each frame havin@ pixels. Each vectoy;,, is formulated 4. PERIODIC EVENT RECOGNITION

by the row wise concatenation of pixels from fraiigx, tn].

The data can be reconstructed optimal{) (@s a weighted Figure 1 shows the different stages in processing a given

combination ofQ-dimensional Q << D) vectors of unob- Vvideo for periodic motion classification. In the first stepe t

served variablé’ = [u;, us...uy] and a set oD-dimensional object under motion is tracked with a suitable tracker which

orthonormal basis vectol$” = [w1, ws...wg]. This is given ~ can localize the object within a window. This prepossessing

by: is useful in scenarios where periodic motion is overlapped
V=WU+Y (1) with translation, which needs to be negated for periodicity

analysis. For the experiments presented in this paper the

HereY is the set of mean vectors. With PCA, the weight vec-Foreground-Background tracker [17] was used for tracking.

torsw, are given by the eigenvectors of the covariance matridrrom the object windows thus obtained, the temporal behav-

and the variation contained in each eigenvector is inditateior (frequency spectrum) of the event is analyzed by means of

by the corresponding eigenvalue. The valuglpis chosen visual periodicity analyzer discussed in Section 3. Thes fr

by the percentage of variance need to be retained in the rguency information is then used for representing the motion

constructed data. event by extracting only the spatial nature of motion. Such a

Periodicity analysis is done based on the fact that, whileepresentation could be advantageous in motion clas#ficat
reconstructing the video data with PCA, the spatial behavas the phase and duration of the motion sequences will not be
ior of motion is captured in eigenvectors, where as unob- presentin it.



4.1. Event Representation

An object motion is characterized by its position in spacerov
time. By discarding the temporal information present in ar
event, it is possible to obtain a spatial signature of theneve 40
As videos are 2D representation of 3D space, the spatial Si(;;
nature of events obtained from videos can be considered
2D images. For a pure periodic event (motion events withou
aperiodic components like unidirectional translatiore) sipa-
tial signature will be the same irrespective of its duraton
initial and final positions of the object. Thus the use of sach *°
representation can be effective for comparing periodiote &
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Fig. 1. Periodic motion analysis 20
Periodicity analysis discussed in section 3 determines fur -
damental frequency and its harmonics which are dominant i : :
the event (egn 3). By performing Fourier analysis of the ob- 3 510152025
ject windows over time and selecting the coefficients corre-
sponding to the dominant frequencies, it is possible to obFig. 2. Weighted point set representation of four different

tain the spatial representation corresponding to the etent  motion events( gallop sideways, jumping jack, run and walk)
V[z,t] be the object window over time and &t be the set performed by four subjects

of dominant frequencies witfi® being the fundamental fre-

quency.
=N whereD : R? x R? — R is the distance measuré/, and
Zlx,w] = N V], t] exp (—jwt) (4)  Wpg are the total weights ot andB, F = { fij} is a feasible
t=1 flow satisfying following conditions:
P af;>0i=1,...m,j=1,...,
Xla] =3 P((J{o))|Z[x7f]l (5) fu =0 " !
fEF bzgllfijgwi,izl,...,m
X|[x] can be seen as a weighted point set with weights in- T
dicating spatial behavior of the event. Figure 2 shots] i fiy Sujj=1....n
obtained with four different periodic events. d>r, Z?:l fij = min{Wa, W5}
4.2. Event Classification 5. EXPERIMENTS

The 2D representation of events can be compared withh q hod | | d with Wei h
Earth Mover's Distance (EMD) [18] which is a measure | N€ Proposed method is evaluated with Weizmann human ac-

of dissimilarity between weighted point sets. Ldt — tion data set [10] consisting of nine periodic events(didicey
((pr101), (2, 3)s -+~ (D> w0p) } ANAB = { (g1, u1 ), (g2, uz), PENCGING action in the data set). Performance evaluation is

.., (pny )} be two point sets, whergi, g; are points in " done using 1-NN rule with EMD [18] as the distance metric.
Rd ,ang,win w; are the correspoﬁding We,ig7ﬁts B Then Thedata set consisting of nine actions performed by nine dif

EMD betweend and 3 is defined as fere_nt subjects is split into training (5 samples per e_vant)
testing (4 samples per event) sets at random. Each insténce o
Ey(A. B) minper y o, Z;;l fi; D(pi, ai) an eventin the test set is classified by finding the most simila
d ’ =

min {Wa, Wg} ( instance from the training data. As the direction of motion
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_S'de 62% 98% 100% [7] Vasu Parameswaran and Rama Chellappa, “View invarigordeuman
jack | 91% 100% 100% action recognition,” International Journal Computer Visiorvol. 66,
run | 62% 97% 98% no. 1, pp. 83-101, 2006.
walk | 47% 99% 100% [8] Yaser Sheikh, Mumtaz Sheikh, and Mubarak Shah, “Exptpithe
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Table 2. Recognition rates for different methods (using dif-" "~ eyemplar-based embedding,” @/PR 2008.

ferent estimation technlques) [12] R. Souvenir and J. Babbs, “Learning the viewpoint maldifor action

recognition,” inCVPR 2008.

. . [13] Juan Carlos Niebles, Hongcheng Wang, and Li Fei-Fenpstupervised
affects the representation of an event (eg walking fromiéeft learning of human action categories using spatial-tenipeoeds,” In-

right and right to left), the dissimilarity is taken as thenmi ternational Journal of Computer Visiowol. 79, no. 3, pp. 299-318,

mum of EMD obtained in two different ways: 1) directly 2) 2008.

by reflecting one of the samples with respect to a vertica axi[14] Lena Gorelick, Moshe Blank, Eli Shechtman, Michal iraand Ro-

through its center of mass. The experiment is repeated 100 nen Basri, “Actions as space-time shapdEEE Transactions Pattern

times and the average confusion matrix is shown in Table 1. Analysis Machine Intelligencevol. 29, no. 12, pp. 2247-2253, 2007.

The confusion matrix shows that events with predominant le¢{>] R.O.Duda, P.E. Hart, and D. G. StorRattern ClassificationWiley-

motion (pjump, skip and walk) are getting misclassified more ~ 'Mérscience Publication, 2000.

often compared to events with unique hand movement (harid®] Fang Liu and Rosalind W. Picard, “Finding periodicity space and

. . . . . time,” in ICCV, 1998, p. 376.

waving and jumping jack). Table 2 shows comparison of the _ o

proposed method with some of the existing methods whick} :"e“ T. Nguyen and Arnold W. Smeulders, *Robust tragkirsing
) e L. ) . oreground-background texture discriminatiorriternational Journal

use a different classification strategy. Though the redmgni Computer Visionvol. 69, no. 3, pp. 277-293, 2006.

rate of the proposed. method is found.to be low in some case Yossi Rubner, Carlo Tomasi, and Leonidas J. Guibas, e“€hrth

that was not our main purpose. We aim for a method capable = mover's distance as a metric for image retrievétifernational Journal

of comparing events which are of different duration and we  of Computer Visionvol. 40, no. 2, pp. 99-121, 2000.

aim for a method which does not require heavy interaction

segmentation of the object or temporal scaling of the event.

The event recognizer requires only the event label and the in

tial object window to be tracked by the tracker. Under these

circumstances the approach can be scaled to handle veey larg

data sets where the methods in the references can not due the

amount of interaction.
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