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ABSTRACT

In this paper we combine a state of the art eye center locator
and a new eye corner locator into a system which estimates
the visual gaze of a user in a controlled environment (e.g.
sitting in front of a screen). In order to reduce to a minimum
the computational costs, the eye corner locator is built upon
the same technology of the eye center locator, tweaked for
the specific task. If high mapping precision is not a priority
of the application, we claim that the system can achieve
acceptable accuracy without the requirements of additional
dedicated hardware. We believe that this could bring new
gaze based methodologies for human-computer interactions
into the mainstream.

Categories and Subject Descriptors

1.4.9 [Image Processing and Computer Vision]: Appli-
cations; J.7 [Computers in Other Systems|: Command
and control
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Algorithms
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1. INTRODUCTION

Eye location and tracking and the related visual gaze es-
timation are important tasks in many computer vision ap-
plications and research [1]. Some of the most common ex-
amples are the application to user attention and gaze in
driving and marketing scenarios, and control devices for
disabled people. Eye location/tracking techniques can be
divided into three distinct modalities [10]: (1) Electro ocu-
lography, which records the electric potential differences of
the skin surrounding the ocular cavity; (2) scleral contact
lens/search coil, which uses a mechanical reference mounted
on a contact lens, and (3) photo/video oculography, which
uses image processing techniques to locate the center of the

eye. Unfortunately, the common problem of the above tech-
niques is the use of intrusive and expensive sensors [4]. While
photo/video oculography is considered the least invasive of
the modalities, commercially available trackers still require
the user to be either equipped with a head mounted device,
or to use a high resolution camera combined with a chinrest
to limit the allowed head movement. Furthermore, daylight
applications are precluded due to the common use of ac-
tive infrared (IR) illumination, used to obtain accurate eye
location through corneal reflection. Non infrared appear-
ance based eye locators [2, 3, 5, 7, 8, 12, 11, 15, 19] can
successfully locate eye regions, yet are unable to track eye
movements accurately.

The goal of this paper is to build an eye tracker that can
quickly and accurately locate and track eye centers and eye
corners in low resolution images and videos (coming from a
simple web cam) and map them on the screen plane. The
rest of this paper is structured as follows: For complete-
ness, the theory behind the used framework is explained in
section 2 (for additional details refer to [16]). Section 3 de-
scribes how to accurately detect an eye center starting from
an image of an eye, Section 4 applies the same rationale to
eye corner location, with the help of some simple geometri-
cal constraints. Finally, in section 5 we will discuss how to
easily map eye and corner location to screen coordinates.

2. ISOCENTERS ESTIMATION

The isophotes of an image are curves connecting points of
equal intensity. Since isophotes do not intersect each other,
an image can be fully described by its isophotes. Further-
more, the shape of the isophotes is independent to rotation
and linear lighting changes [14]. To better illustrate the well
known isophote framework, it is opportune to introduce the
notion of intrinsic geometry, geometry with a locally defined
coordinate system. In every point of the image, a local co-
ordinate frame is fixed in such a way that it points in the
direction of the maximal change of the intensity, which cor-
responds to the direction of the gradient. This reference
frame {v,w} is referred to as the gauge coordinates. Its
frame vectors w and ¢ are defined as:

L = Lb; (1)

where L, and L, are the first-order derivatives of the lu-
minance function L(z,y) in the x and y dimension, respec-
tively. In this setting, a derivative in the w direction is the
gradient itself, and the derivative in the v direction (perpen-



dicular to the gradient) is 0 (no intensity change along the
isophote). In this coordinate system, an isophote is defined
as L(v,w(v)) = constant and its curvature x is defined as
the change w” of the tangent vector w’ which in Cartesian
coordinates becomes [9, 17, 16]
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Since the curvature is the reciprocal of the radius, we can re-
verse Eq. (2) to obtain the radius of the circle that generated
the curvature of the isophote. The radius is meaningless if it
is not combined with orientation and direction. The orien-
tation can be estimated from the gradient, but its direction
will always point towards the highest change in the lumi-
nance. However, the sign of the isophote curvature depends
on the intensity of the outer side of the curve (for a brighter
outer side the sign is positive). Thus, by multiplying the
gradient with the inverse of the isophote curvature, the du-
ality of the isophote curvature helps in disambiguating the

direction of the center. Since the gradient can be written as
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where D(z,y) are the displacement vectors to the estimated
position of the centers, which can be mapped into an accu-
mulator, hereinafter “centermap”. Since every vector gives a
rough estimate of the center, we can convolve the accumula-
tor with a Gaussian kernel so that each cluster of votes will
form a single center estimate. Furthermore, the contribu-
tion of each vector can be weighted according to a relevance
mechanism. The main idea is that by collecting and averag-
ing local evidence of curvature, the discretization problems
in a digital image could be lessened and accurate center es-
timation could be achieved.

In order to achieve this goal, only the parts of the isophotes
which are meaningful for our purposes should be used, that
is, the ones that follow the edges of an object. This selection
can be performed by using the curvedness [13]:

curvedness = \/L%I +2L2, + L2, (4)

We note that the curvedness has low response on flat sur-
faces and edges, whereas it yields high response in places
where the isophote density is maximal. As observed before,
the isophote density is maximal around the edges of an ob-
ject, meaning that by selecting the parts of the isophotes
where the curvedness is maximal, they will likely follow an
object boundary and locally agree on the same center. The
advantage of this approach over a pure edge based method
is that, by using the curvedness as the voting scheme for the
importance of the vote, every pixel in the image may con-
tribute to a decision. By summing the votes, we obtain high
response on isocentric isophotes patterns which respect the
constraint of being near edges. We call these high responses
“isocenters”, or ICs.

3. EYE CENTER LOCATION

Recalling that the sign of the isophote curvature depends
on the intensity of the outer side of the curve, we observe
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Figure 1: The source image, the obtained centermap
and the 3D representation of the latter

that a negative sign indicates a change in the direction of
the gradient (from brighter to darker areas). Therefore, it is
possible to discriminate between dark and bright centers by
analyzing the sign of the curvature. Regarding the specific
task of cornea and iris location, it can be assumed that the
sclera is brighter than the cornea and the iris, so we should
ignore the votes in which the curvature is positive, that is,
where it agrees with the direction of the gradient. As a
consequence, the maximum isocenter (MIC) obtained will
represent the estimated center of the eye. The result of this
procedure on an eye image is shown in figure 1. From the
3D plot it is clear where the MIC is, but we can expect that
certain lighting conditions and occlusions from the eyelids
to result in a wrong eye center estimate. To cope with this
problem, we use the mean shift algorithm for density estima-
tion. Mean shift (MS) usually operates on back-projected
images in which probabilities are assigned to pixels based on
the color probability distribution of a target, weighted by a
spatial kernel over pixel locations. It then finds the local
maximum of this distribution by gradient ascent [6]. Here,
the mean shift procedure is directly applied to the centermap
resulting from our method, under the assumption that the
most relevant isocenter should have higher density of votes,
and that wrong MICs are not so distant from the correct
one (on an eye corner). A mean shift search window is ini-
tialized on the centermap, centered on the found MIC. The
algorithm then iterates to converge to a region with maxi-
mal votes distribution. After some iteration, the isocenter
closest to the center of the search window is selected as the
new eye center estimate.

An extensive evaluation of the eye locator was performed
in [16], testing the eye locator for robustness to illumination
and pose changes, for accurate eye location in low resolu-
tion images and for eye tracking in low resolution videos.
The comparison with the state of the art suggested that
the method is able to achieve highest accuracy, but this is
somewhat bounded by the presence of a symmetrical pat-
tern in the image. Figure 2 qualitatively shows some of the
results obtained on different subjects of the BiolD database.
The dataset consists of 1521 grayscale images of 23 different
subjects and has been taken in different locations and at dif-
ferent times of the day (uncontrolled illumination). We ob-
serve that the method successfully deals with slight changes
in pose, scale, and presence of glasses (second row). By ana-
lyzing the failures (last row) it can be observed that the sys-
tem is prone to errors when presented with closed eyes, very
bright eyes, or strong highlights on the glasses. When these
cases occur, the iris and cornea do not contribute enough to
the center voting, so the eyebrows or the eye corners assume
a position of maximum relevance.



Figure 2: Sample of success and failures (last row) on the BioID face database; a white dot represents the

estimated center.

Figure 4: Eye centers and corner candidates

4. EYE CORNER LOCATION

Unfortunately the eye center location is not enough for vi-
sual gaze estimation: there is a need for an accurate fixed
point (or anchor point) in order to be able to measure suc-
cessive displacements of the eye center independently of the
face position. The common approach is to locate the po-
sition of the eyelids and the eye corners [18, 20]. A fast
and inexpensive way to locate such an anchor is to reuse
the obtained centermap. As stated before, by analyzing the
results of the eye locator we note that the largest number of
mistakes in eye-center location are located on eye corners.
This is due to the fact that the eye corners have a somewhat
symmetrical structure: in blurred low resolution imagery,
the junction between the eyelashes creates an almost cir-
cular dark structure which is in contrast with the brighter
skin and the sclera and therefore receives higher response
than the rest of the features. In this way we can exploit
this problem to our advantage. Figure 4 shows the highest
ICs obtained. Once the eye center is selected by the mean
shift we can apply some geometrical constraints to find the
most stable anchor. Experimentally, the external eye cor-
ner turned out to be the most stable isocenter. In order to
find them we look for the furthest away isocenter that lays
closer to the line created by connecting the two eye centers
(shown in red in figure 4). While this assumption is rea-
sonable and showed quite stable results (see figure 3), the
process is bound to fail every time that the eye locator fails
(last image in figure 3). This problem could be solved by
enforcing additional constrains on the movement.

S. VISUAL GAZE ESTIMATION

Now that we have the eye center and corner location avail-
able, in order to correctly estimate visual gaze it would be

reasonable to consider the head position and orientation to
give a rough initialization of the visual gaze, and then use
the information about the eye centers and corners to fine
tune the information. Unfortunately, head pose estimators
often involve many assumptions in order to achieve a re-
alistic modeling (i.e. the shape and size of the head, the
possible rotation angles of the eye, etc.). Furthermore, the
high computational requirements of head pose estimators are
not in line with the lightweight requirements of our system.
Finally small mistakes in pose estimation might introduce
additional errors in the final visual gaze estimation. Other
methods tend to simplify the problem by assuming that the
eye doesn’t rotate but it just shifts. This assumption is re-
flected in commercial eye trackers, which deal with high res-
olution images of the eyes. This simplification comes from
the assumption that the face is always frontal to the screen
so the head pose information can be discarded. Therefore
we used the linear mapping method suggested by [20], the
user needs to perform a calibration procedure by looking at
several known points on the screen. A 2D linear mapping
is then constructed from the vector between the eye corner
and the iris center and recorded at the known position on
the screen. This vector is then used to interpolate between
the known screen locations. For example, if we have two
calibration points Pi and P> with screen coordinates o and
B, and eye-center vector (taken with origin from the anchor
point) = and y, we can interpolate a new reading of the eye-
center vector to obtain the screen coordinates by using the
following interpolant:

The advantage of this approach is its low computational
cost and a decent accuracy with respect to more complex
systems. In facts the reported error introduced by this ap-
proximation is just 1.2°. Unfortunately, this method doesn’t
allow head movements, so the user will need to recalibrate in
case of big horizontal or vertical shifts. However, if the dis-



Figure 3: Examples of combined eye center (green) and eye corner (red) detection
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Figure 5: Mapped visual gaze on an internet page

tance from the screen and the camera parameters are known
it is also possible to compensate for this problem by remap-
ping the calibration points accordingly with the registered
displacement of the eyes. Therefore the final accuracy of
the system is bounded just by the number of pixels that the
eye is allowed to move. This generates some kind of grid
effect on the recorded eye locations that can be seen in fig-
ure 5. While the final accuracy is bounded by the quality
of the camera and the distance from it, we still believe that
the system can be used for specific applications that don’t
require high level of accuracy (like changing the focused win-
dow or scrolling when looking outside the boundaries of the
screen).

6. CONCLUSIONS

In this paper, we extended a method to infer eye center lo-
cation to eye corner detection. Both eye center and eye cor-
ner can be detected at same time, not requiring significant
additional computation. We used the estimated locations
to estimate the visual gaze of a user sitting in front of a
screen. Although the accuracy of the system is bounded
by the quality of the used webcam, we believe that the ap-
proximate gaze information can be used to deeply enhance
human-computer interaction.
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