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ABSTRACT

Color constancy is important for various applications such as
image segmentation, object recognition and image retrieval
where object color features are extracted invariant to the illu-
mination conditions. Different color constancy methods have
been proposed. These methods, in general, compute color
constancy based on all image colors. However, not all pixels
contain relevant information for color constancy. Eventually,
biased pixel values may decrease the performance of color
constancy methods.

To this end, in this paper, we propose a method based on
low-level image features using subsets of pixels. Hence, in-
stead of using the entire pixel set for estimating the illumi-
nant, only relevant pixels in the image are used. Therefore,
prior segmentation is performed to learn for different image
categories (e.g. open country, street, indoor) which pixel set
(i.e. image parts) is most appropriate for a reliable estimation.

Based on large scale experiments on real-world scenes, it
can be derived that for certain categories, likeopen country
and street, the estimation is far more accurate using image
parts than when using the entire image.

Index Terms— Color Constancy, Illuminant estimation

1. INTRODUCTION

Differences in illumination cause measurements of object col-
ors to be biased towards the color of the light source. Fortu-
nately, humans have the ability of color constancy: they per-
ceive the same color of an object despite large differences in
illumination. A similar color constancy capability is neces-
sary for various computer vision tasks such as object recogni-
tion, video retrieval and scene classification. In this way, the
extracted image features are only dependent on the colors of
the objects. This is beneficial for the task at hand [1].

Many color constancy algorithms have been proposed, see
[2] for a recent overview. In general, color constancy al-
gorithms can be divided into two groups: algorithms based
on low-level image features and algorithms that use infor-
mation acquired in a learning phase to estimate the illumi-
nant. Gamut-based methods [3, 4, 5] are examples of the lat-

ter group. Such methods are based on the assumption that
in real-world images, for a given illuminant, one observes
only a limited number of colors. Examples of methods us-
ing low-level features are the Grey-World algorithm [6], the
White-Patch algorithm [7].

Focusing on low-level driven color constancy, one of the
drawbacks of the White-Patch and the Grey-World algorithms
is that they are highly dependent on the validity of their as-
sumptions. For instance, if the average color in a scene isnot
achromatic, the Grey-World algorithm will most likely result
in an estimate the is biased towards the actual average color of
the scene. Methods to overcome this dependency have been
introduced, for instance the Minkowski-norm [8]. However,
one of the difficulties when using the Minkowski-norm lies
in the choice of an appropriate value for this norm. Further,
not all pixels contain relevant information for color constancy.
Eventually, biased pixel values may decrease the performance
of these color constancy methods. For example, the estimate
of the illuminant of an image with a large portion of blue sky
may be severely biased towards the blue.

Therefore, in this paper, we will introduce a color con-
stancy method using image regions. In fact, instead of using
the entire image to estimate the illuminant, we propose to use
only that part of the image which contain the most valuable
information for color constancy. Segmentation is performed
to learn for a different category which pixel set (i.e. image
part) is most appropriate for a reliable estimation.

The algorithm will be tested on a data set containing over
11, 000 images extracted from2 hours of video for a wide va-
riety of settings (including indoor, outdoor, desert, cityscape,
and other settings).

2. COLOR CONSTANCY

Let’s assume that an imagef is composed of:

f(x) =
∫

ω

e(λ)c(λ)s(x, λ)dλ, (1)

wheree(λ) is the color of the light source,s(x, λ) is de sur-
face reflectance andc(λ) is the camera sensitivity function.



Further,ω andx are the visible spectrum and the spatial coor-
dinates respectively. Assuming that the observed color of the
light sourcee depends on the color of the light sourcee(λ) as
well as the camera sensitivity functionc(λ), then color con-
stancy is equivalent to the estimation ofe by:

e =
∫

ω

e(λ)c(λ)dλ, (2)

given the image values off , since bothe(λ) andc(λ) are, in
general, unknown. This is an under-constrained problem and
therefore it can not be solved without further assumptions.

There are two well-established algorithms which use low-
level features. Both are based on the Retinex Theory pro-
posed by Land [7]. The first is the White-Patch algorithm and
is based on the White-Patch assumption, i.e.the maximum
response in the RGB-channels is caused by a white patch.
The second is the Grey-World algorithm [6] which is based
on the Grey-World assumption, i.e.the average reflectance in
a scene is achromatic. Often, a trade-off exists between tak-
ing the maximum response in theRGB-channels and taking
the average of theRGB-channels. In [8], this trade-off was
formalized by using the Minkowski-norm:

Lp =
(∫

fp(x)dx∫
dx

) 1
p

= ke. (3)

Whenp = 1 is substituted, equation (3) is equivalent to com-
puting the average off(x), i.e. L1 equals the Grey-World
algorithm. Whenp = ∞, equation (3) results in computing
the maximum off(v), i.e. L∞ equals the White-Patch algo-
rithm. When starting withp = 1, increasing this value boils
down to assigning higher weights to higher pixel values, fol-
lowed by computing a weighted average (withp = ∞ as ex-
treme, where the maximum pixel value is assigned the highest
weight possible and the other values are assigned weight0).
Another method of formalizing this trade-off is by first filter-
ing the input image with a Gaussian filter with scale parameter
σ followed by taking the maximum of the filtered image in all
three channels:

max
x

fσ(x) = ke, (4)

wherefσ = f ⊗ Gσ is a convolution of the imagef with a
Gaussian filterG with standard deviationσ. Whenσ = 0
is substituted (hence, no smoothing is performed), equation
(4) is equivalent to the White-Patch algorithm. Similarly, if
σ → ∞, then every pixel will be assigned the same value,
namely the average color in the image, and taking the maxi-
mum of this resulting image is equivalent to the Grey-World
algorithm.

Recently, these two variations were incorporated into one
framework [9], together with higher-order order statistics (i.e.
image derivatives), resulting in one color constancy algorithm
with three parameters:(∫ ∣∣∣∣∂nfσ(x)

∂xn

∣∣∣∣p dx
) 1

p

= ken,p,σ, (5)

wheren is the order of the derivative,p is the Minkowski-
norm andfσ(x) = f ⊗ Gσ is the convolution of the image
with a Gaussian filter with scale parameterσ. However, since
the Minkowski-normp and the scale parameterσ actually try
to model the same trade-off between the White-Patch algo-
rithm and the Grey-World algorithm, effectively this frame-
work consists of two parameters: the order of the derivative
(n) and either the Minkowski-normp or the scale parameter
σ. Since the derivative also depends on the scale parameterσ,
it seems a logical choice to keep the Minkowski-norm fixed.

3. USING IMAGE REGIONS

The main idea of using image parts or regions when estimat-
ing the illuminant is that certain parts of the image do not
contribute to a robust estimate of the illuminant. Even worse,
some pixel subsets may even harm the estimation of the light
source. For instance, when a large part of the image consists
of a blue sky (see the image in figure 1), then these pixel val-
ues will cause the estimation to be biased towards blue.

Therefore, instead of using the entire image, we propose
to apply a segmentation prior to the estimate of the illumi-
nant. In this way, parts of the image that negatively affect
the estimation of the illuminant are ignored in the computa-
tion. Since segmentation itself is a very hard task to perform,
we propose to incorporate scene knowledge in addition to the
segmentation. By incorporating scene knowledge, the type
of segmentation that is most suited for a certain image cate-
gory can be learned in a supervised manner. After a model
is learned for several scene categories, these models can be
applied to images that are classified by a concept detection
algorithm like [10].

For illustration purposes, images of the scene category
open countryare considered. Images in this category are
likely to have some blue sky at the upper part of the image,
which will cause a bias in the estimation process. In this case,
the segmentation step would be to detect the horizon and sub-
sequently ignore the sky part of the image to compute color
constancy. Therefore, the main goal is to learn the best seg-
mentation for any specific category. In this paper, a simple
segmentation is used, but more complex segmentation algo-
rithms can easily be incorporated. The segmentation that is
proposed here is based on a grid: the image is divided into
p × q regions (an8 × 8 grid is used). After that, for each
image region, the illuminant is estimated and evaluated. Af-
ter determining the performance of all regions, those regions
with the smallest estimation errors are merged together. This
is done for a number of (training) images of the same cate-
gory, and consequently the final segmentation is learned for
every image category.

In figure 1 an example is given. This image is segmented
into 8 × 8 regions and for every region, the illuminant is es-
timation using one single algorithm (e0,∞,1), see figure 1(b).
After that, regions with an accurate estimation (i.e. a low



Fig. 1. An example of a basic segmentation into an8× 8 grid. First, the image is segmented into several image regions, figure
(b). This segmentation can be done using any segmentation algorithm; in this paper, a grid-based segmentation is used. After
that, the performance on every region is determined, figure (c). Finally, after analyzing which regions contain the most valuable
information, the part with the blue sky is filtered out, figure (d).

angular error, see figure 1(c)) are merged together, see figure
1(d). Estimation of the illuminant on the combination of these
regions results in a more accurate estimation than when using
the entire image. By taking the average of several images of
the same category, a final segmentation of this scene category
can be learned and consequently be applied to other images
of the same category.

To summarize, the algorithm is used to determine the fi-
nal parameters to obtain color constancy for domain specific
images, e.g. images that can be categorized into the same
category. The algorithm consists of the following steps:

• Segment the image into a number of regions. This can
be done using a simple method, but also using more
complex methods could be used.

• Estimate the illuminant by using one of the algorithms
based on low-level image features [9] for all image re-
gions.

• Determine which region or combination of regions con-
tains the most reliable information to estimate the illu-
minant. This can be done using one of the data sets with
ground truth on the illuminant, like [11]. Alternatively,
if one would use color constancy as preprocessing step
for a scene recognition task, then the influence of the
color constancy algorithms on the performance of the
system can be used to determine which image region(s)
should be used for estimating the illuminant for a cer-
tain category.

4. EXPERIMENTS

In this section, the hypothesis is tested that, for images from
different categories, some parts of the images contain more
valuable information than other parts for color constancy. To
keep the segmentation simple, an8× 8 grid-based segmenta-
tion is performed, as shown in figure 1. The categoriesopen

country, streetandindoor are used as examples, to show the
correctness of the hypothesis.

Data set. The algorithm is tested on the data set intro-
duced by [11]. This data set contains11, 000 images, ex-
tracted from2 hours of video for a wide variety of settings
(including indoor, outdoor, desert, cityscape, and other set-
tings). In total, the images are taken from15 different clips
taken at different locations. The main advantage of this data
set is the availability of the ground truth of the color of the
illuminant. This ground truth is acquired by making use of
the small grey sphere in the bottom right corner of the im-
ages. Note that this grey sphere is masked while estimating
the illuminant.

Performance measure. For all images in the data set,
the correct color of the light sourceel is knowna priori. To
measure how close the estimated illuminants resembles the
true color of the light source, the angular errorε is used:

ε = cos−1(êl · êe), (6)

whereêl · êe is the dot product of the two normalized vec-
tors representing the true color of the light sourceel and the
estimated color of the light sourceee. To measure the perfor-
mance of an algorithm on a whole data set, the mean as well
as the median angular error is considered [12].

Category-specific performance. To test if this simple
segmentation suffices for different categories, a number of
images were taken that were annotated as the same scene cat-
egory. In total,75 images from5 clips of the complete data
set (15 images per category) were annotated asopen country,
70 images from7 clips (10 per category) asstreetand also70
images from7 clips asindoor (10 per category).

In table 1, the results are shown when using the entire
image and when using only learned image regions. The im-
age region that is learned for the categoryopen countryis
shown in figure 1(c), and for this category the performance
is considerably better when using this region than when us-
ing the entire image. The performance for images from the



Open Country Mean Median
Entire image 8.0◦ 7.2◦

Proposed method 6.0◦ −25% 6.2◦ −14%
Street Mean Median
Entire image 5.7◦ 4.5◦

Proposed method 4.9◦ −14% 3.5◦ −22%
Indoor Mean Median
Entire image 4.8◦ 4.0◦

Proposed method 4.7◦ −2% 4.0◦ ±0%

Table 1. Performance of the color constancy framework eq.
(5) with fixed parameter settings:e0,∞,1.

categorystreetis also improved by applying the learned seg-
mentation (the segmentation is not shown here, but resembles
the segmentation of the categoryopen country): the mean an-
gular error decreases from5.7◦ when using the entire image
to 4.9◦ when using the learned segmentation. Finally, im-
ages from the categoryindoor do not benefit from any seg-
mentation. When learning the final segmentation, it becomes
clear that there does not exist such a general segmentation as
the other two categories; in fact, the final segmentation con-
sists of nearly the entire image, and the gain in performance
is marginal. The median angular error does not change, while
the mean angular error goes from4.8◦ to 4.7◦, which can
hardly be called an improvement. In conclusion, it can be de-
rived that for certain categories, likeopen countryandstreet,
the estimation is far more accurate using image parts than
when using the entire image. Note that for scene categories
were the segmentation does not improve results, likeindoor,
the performance is similar as applying no segmentation. In
such cases, it is learned that the best segmentation is to apply
no segmentation at all.

5. CONCLUSION

In this paper, we proposed a method based on low-level image
features using subsets of pixels. A simple segmentation is
performed to learn for different categories which pixel set is
most appropriate for a reliable estimation.

Experiments applied on real-world images show that for
certain categories, likeopen countryandstreet, the estima-
tion is more accurate using only parts of the image than when
using the entire image. For other types of categories (for in-
stanceindoor), the performance is similar to the performance
when no segmentation is applied. Performance can probably
be increased even further by learning a final segmentation for
several color constancy algorithms. The different regions that
are learned will have different properties (in terms of contrast
and texture), and the different color constancy algorithms us-
ing low-level features are known to be more effective on im-
ages with specific natural image statistics[13].
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