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Abstract Content-based image retrieval (CBIR) has been
under investigation for a long time, with many systems
built to meet different application demands. However, in all
systems there is still a gap between user expectations and
system retrieval capabilities. Therefore, user interaction is
an essential component of any CBIR system. Interaction
up to now has mostly focused on changing global image
features or similarities between images. We consider the
interaction with salient details in an image, i.e., points, lines,
and regions. Interactive salient detail definition goes further
than summarizing the image into a set of salient details. We
aim to dynamically update the user- and context-dependent
definition of saliency based on relevance feedback. To
that end, we propose an interaction framework for salient
details from the perspective of the user. A number of
instantiations of the framework are presented. Finally, we
apply our approach for query refinement in a detail-based
image retrieval system with salient points and regions.
Experimental results prove the effectiveness of adapting the
saliency from user feedback in the retrieval process.
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1 Introduction

Content-based image retrieval (CBIR) has been under inves-
tigation for a long time, and many systems have been built
to cater to the varying demands posed by different applica-
tions. An extensive review can be found in [35]. Despite the
large number of systems developed, a gap remains between
user expectations and system retrieval capabilities. The main
reason for this is the semantic gap in [35] defined as:

“The semantic gap is the lack of coincidence between
the information that one can extract from the visual
data and the interpretation that the same data have
for the user in a given situation.”

The gap can be limited by using even more advanced
features [28, 35], by introduction of ontologies for structur-
ing the possible user queries [33], or by using additional re-
sources like associated textual information [2]. However, as
the interpretation is subjective, a gap will remain. Thus, user
interaction is an essential part of any practical CBIR system.

In [35], a framework for interactive CBIR called query
space is defined capturing all of the state-of-the-art inter-
action mechanisms. The query space is defined as Q =
{IQ, FQ, SQ, ZQ}. The first component is the set of active
images IQ, the second is a selection of features FQ, the third
is a similarity function SQ used to compare images in the
database, and the last one is a set of symbolic labels ZQ with
an associated probability for each image. The retrieval pro-
cess in query space consists of five main steps. The first step
is initialization in which the system initiates a query space.
A query is then defined in the specification step. In the vi-
sualization step, retrieved results of the query are mapped
into an n-dimensional display space. In the feedback step
the user gives relevance feedback RFi by changing one or
more components in query space Q:

{
I i
Q, Fi

Q, Si
Q, Zi

Q
}

RFi→
{

I i+1
Q , Fi+1

Q , Si+1
Q , Zi+1

Q

}
. (1)

The final results are returned in the output step.
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Existing interactive systems mostly focus on changing I ,
S, or Z . For example, Vendrig focuses on changing I [39]. In
[27], positive and negative examples are used in the similar-
ity function S to update the weighting of different features.
In [31], the user changes the relative position of the images
in visualization space to update the similarity. Minka [23]
learns labels in Z like grass, and brick from the user feed-
back. In [20], the user redefines the label of the object ob-
tained by the system such as names of people or special type
of animal.

Few systems support user feedback on the features.
QBIC [9] has the user select features such as color, texture,
and shape. The Pictoseek system [10] allows users to de-
cide between different color spaces like RGB, HSI, and rgb.
However, these selections have to be made beforehand by
the user; they cannot be changed during interaction except
by starting all over again. Dynamic feature selection was
proposed in [27], but only for global features.

An alternative to global features is salient details to rep-
resent the image content where salient details can be points
[12, 21, 34], lines [18, 26], or regions [7, 25, 40].

These methods are focused on automatically summariz-
ing the image into a set of salient details. More precisely,
they use a fixed definition of saliency. However, the saliency
is user and context dependent and thus should be defined by
the user through interaction.

Therefore, we aim at an interactive definition of saliency.
To that end, we need to analyze existing detail detection
methods and summarize them into a unifying framework.
The framework is presented in order to find out which ele-
ments are involved in changing the output results. These are
called tunable parameters. The main idea of our method is
to tune those parameters to best fit the user feedback. From
there we present an application of our approach in CBIR.
Thus our approach follows the pattern:

{
IQ, Fi

Q, SQ, ZQ
}

RFi→
{

IQ, Fi+1
Q , SQ, ZQ

}
. (2)

To follow this pattern the system is composed of an of-
fline stage to precompute candidate salient details and an
interactive stage in which the user does the interactive re-
trieval. It yields a general framework for interactive retrieval
based on salient details. Thus it can be used to create an add-
on to existing methods rather than replacing them.

This paper is organized as follows. Section 2 describes
the offline stage. This section is also a review of existing
salient detail detectors in order to find the tunable param-
eters for the interactive stage. Different sets of candidate
salient details are extracted by changing those parameters.
In Sect. 3, this second stage of our framework is presented
with methods to tune the parameters based on user feedback.
Section 4 shows results to demonstrate the new approach.

2 Offline salient detail detection

Although the salient detail detectors in the literature follow
different approaches, every method can be divided into

five main steps: image processing, detail detection, feature
computation, saliency computation, and selection based on
significance. We will now define these steps more precisely.

Image processing is the step where both the input I and out-
put I ∗ are one or more images. Image processing removes
irrelevant information like noise or enhances specific image
content like edges or contrast. An image processing operator
is denoted by e�σ , where �σ is an element in the space � of
parameters steering the process. Thus we denote the image
processing step by

I ∗ = e�σ (I ). (3)

Detail detection is the process whereby the image is decom-
posed into details D, where the details can be regions, lines,
or points. By adjusting the set of parameters �ω in parame-
ter space �, different sets of details are obtained. The detail
detection step is given as

D = p �ω(I ∗) , (4)

where p �ω is a specific segmentation method.

Feature computation calculates the set of feature values F
over all detected details. A feature can be any description
of a detail, e.g., based on color, texture, shape, or size. We
denote feature computation for a set of details D as

F = f�λ(D) , (5)

where �λ is a set of parameters in parameter space � to com-
pute the feature f .

Saliency computation calculates how salient the features of
a detail are relative to other details within its spatial context.
Thus it needs to define a local area π ∈ � in which feature
values of other details are considered. In the literature most
methods consider π to cover effectively the whole image,
thus ignoring local spatial context. We define it in the more
general form where within the context defined by π this step
typically uses an operator l to compute the local extrema. It
could further enhance the saliency of the detail by normal-
izing the saliency inside the context. An example of this is
shown in Fig. 2. We denote it by l �π (D), where �π defines the
interval or area used in determining the saliency of a cer-
tain detail. This step will select details standing out from the
other details in the set D. The general form of this step is

L = l �π (F) . (6)

Selection based on significance is the step that finally se-
lects details D̂ based on the saliency values computed in the
previous step. It reveals the most salient parts of the image,
e.g., by defining a given threshold on the saliency values or
by restricting the number of output salient details. The se-
lection function is denoted by g �γ with �γ ∈ 
. It gives

D̂ = g �γ (L) . (7)
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Fig. 1 Framework for offline salient detail detectors

Going through the general scheme, the whole process of
automatic salient detail detection can be described as

D̂ = g �γ ◦ l �π ◦ f�λ ◦ p �ω ◦ e�σ (I ) , (8)

where I is the input image and D̂ is the final output set of
salient details, D̂ ⊆ D.

As stated, each step has its own set of parameters. So
for each salient detail detector we have a set of parameters
θ = (�σ, �ω, �λ, �π, �γ ). By changing any of the parameters in
θ , we get a different set of salient details.

Figure 1 shows the model for the salient detail ex-
traction process. Each step is described in more detail in
the sequel by considering how it is defined in existing
methods.

2.1 Image processing

Image processing enhances specific image characteristics.
Examples are smoothing, gradient computation, or enhance-
ment of linelike structures. These methods all involve a scale
parameter [1, 14, 18, 36].

Recognizing that the proper scale is dependent on
the user need, scale-based methods consider a range of
parameter values. Different scale spaces have been defined.
Sebe et al. [34] use the wavelet transform to represent image
variations at different scales. Another similar approach con-
siders the input image(s) at different resolutions, but with
different features. As an example in [7], luminance, color,
and texture at several scales are computed at every position
in the image. The strength of inhomogeneities of luminance,
color, and textures are used as indicators of edge evidence.
An accumulated edge evidence map (AEEM) for different
scales and different local measures is then created. Another
example is in [13], where Itti builds a scale space where
for every pixel in the image he computes color, intensity,
and orientation. Along the same line, Salah et al. [30] use
line orientations as the features at different scales. In [41],
Walker uses normalized Gaussian derivative kernels with
different scales to construct the differential structure of the
image.

In summary, the process of salient detail detection, at this
step, represents the input image I as one or more images in
which specific characteristics are emphasized, but with scale
as the most important parameter.

2.2 Detail detection

Detail detection involves the segmentation of images into
a set of details, namely, points, lines, or regions. This step
may use statistical classification [41], edge detection [12],
region detection [7], or a combination of these techniques
[15]. Each method has its own parameters.

Regarding point detection, Schmid [32] gives a compre-
hensive overview. Examples of methods segmenting images
into points are also given in [12]. The author first segments
the image into lines and then finds the “cotermination” of
pairs of lines under some constraints.

Also in [12], Qasim uses a perceptual grouping algo-
rithm to segment the image into line-based details such as:
line segments, L-junctions, and U-junctions. Based on the
intensity image, pixels are grouped into “line-support” re-
gions if they have a similar gradient orientation. Other ex-
amples are in [1, 18].

For region detection, a typical example is the method in
Blobworld [5]. After a set of features are computed at each
pixel at a selected scale, the system then groups pixels into
regions using the EM algorithm. Hoang in [11] uses k-means
clustering to group pixels in the image feature space to find
homogeneous regions. In [6], Cinque et al. segment the im-
age into regions using a region-growing algorithm. Each
time a pixel is added to a region, its four nearest neighbors
that have not been processed are considered. A threshold on
the color difference is used to decide whether a point be-
longs to the region or not. In the reference, they also merge
two nearby regions if the difference between their mean col-
ors is less than a threshold. These two thresholds determine
the region segmentation results.
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2.3 Feature computation

Features can be any description of the details. Examples are
the color histogram of a region, the length of a line, or the
curvature at a point on a curve. Changing the features used
and steering their computation gives another possibility for
changing the final set of salient details.

In [22], where the image with candidate points is rep-
resented in a scale space, the scale invariance of points is
computed as feature. In [34], for every point extracted in the
previous step using wavelets, the feature computed at each
point is the sum of the coefficients along the trace from the
coarse level to the finer one. This method thus depends on
the wavelet function selected.

Another approach to computing features of points is de-
scribed in [41]. Several vectors of invariants are formed at
each candidate point in the image. These vectors build a
multivariate distribution. At each point, they estimate the
local density in a distribution by summing the contribution
from a mixture of Gaussians. The density estimated for each
vector of invariants is used as a feature at the appropriate
scale.

In the case of lines, [1] uses Gestalt principles, which
calculate the following features of curves: length of curve,
total curvature or energy, and amount of fragmentation. In
[18], the authors use the expected number of closed contours
that pass through an edge as its feature.

In [12], the length of a line is used. In [26], the author
presents some features of edges such as lifetime, which is
the time that an edge persists before disappearing during the
blurring.

Feature computation for regions is presented in [7, 13,
20, 25]. Cinque [6] simply uses the mean color of a region.
In [7], Dimai computes the strength of inhomogeneities of
luminance, color, and texture as the feature of the region
considered.

The feature computation step is very important for pro-
viding good candidates for the next step. This step depends
on the segmentation step as it needs correctly segmented de-
tails. The most important parameter is the choice of the right
feature to compute for each detail.

2.4 Saliency computation

For humans, saliency is always defined relative to a neigh-
borhood; thus saliency should be computed locally. How-
ever, most of the methods compute saliency as global
saliency based on the feature values. This leads to missing
local salient details that in the whole image may not seem
significant but within a local area become salient. An exam-
ple of locally defined saliency is given in Fig. 2.

It follows that the typical parameter for this step is � de-
termining the area or the interval where the saliency is con-
sidered [22, 32]. For example, in [32], the authors first apply
the Harris detector for extracting corner points. They then
use relatively small circles around each corner to compute
the saliency of that point based on variance under rotations.

Fig. 2 Example of local saliency. For global saliency computation, de-
tail k will not be considered salient. Within the interval, the local max-
ima detector returns k as a salient detail since, compared to its neigh-
bor, it exhibits a significant change in feature value

In the special case where � denotes the whole image, it boils
down to global saliency computation.

Hence, in the output of this step, for each candidate detail
d , the saliency value is l �π (d).

2.5 Selection based on significance

For describing an image one should select a limited set com-
posed of the most relevant salient details. Given saliency
based on feature values, we classify existing methods in the
following two types. The first type employs a simple way of
selection by using a threshold on the number of details. This
ignores the varying complexity of different images. The sec-
ond type is more natural using a threshold δ on the saliency
values [3, 6, 12]. For example, in [12], a threshold is used
to select the longest lines. In general, this approach can be
represented as follows:

D̂ = { d ⊂ D | l �π (d) > δ, δ ∈ R } . (9)

The following is the special case requiring no parameters
where only the most salient detail will be returned:

D̂ = argmax
d∈D

l �π (d) . (10)

3 Interacting with salient details

In the interactive stage, the aim is to take the offline data as
the basis and find the details that are salient from the user’s
perspective. At this point we should make a distinction be-
tween salient details for which visual evidence is present in
the image and details for which this is not the case. The latter
can only be found by the system using prior knowledge on
the shape [1]. We focus on the former case and hence make
the assumption that for a user-desired salient detail the ev-
idence can be found for some parameter setting. However,
due to the “semantic gap,” the system cannot define auto-
matic methods for setting those parameters in a general do-
main. Support by the user to find the most appropriate pa-
rameters is required.
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Fig. 3 Interaction framework with salient details

3.1 Processing steps

In current systems, changing the features, if possible at all,
is done by manipulating the parameters and visualizing the
result. This is acceptable for a computer vision expert, but
being able to control the system in such a manner is not fea-
sible for the end user. Therefore, rather than having the user
manipulate the parameters directly, we let the user give rel-
evance feedback on the results obtained. Based on this user
interaction, the system then has to select the optimal param-
eters accordingly.

Thus, the interactive stage consists of four stages: initial-
ization of the result, visualization of the result using default
parameters, relevance feedback, and parameter adjustment,
which will now be described. Figure 3 presents the whole
framework composed of the two stages.

Initialization This step starts the interactive stage with
default parameters θ0 as suggested by the original methods.
Those values are sent to the database, and the system returns
the default salient detail set D̂0.

Visualization In this step, the details and their proper-
ties are visualized to help the user in giving useful relevance
feedback. In the simplest case, points and lines are shown
with their positions, and regions are shown with their bound-
aries overlaid on the image. A more advanced method would
also show why these details are considered more salient than
the others.

Relevance feedback By interacting with the objects
visualized, the user gives relevance feedback RFi to the
system. A number of possibilities are indicating posi-
tive/negative examples, denoting a degree of ir/relevance
with respect to the target, changing positions, or indicating
region of interest, merging, or splitting [17, 19, 24, 29]. The
general form of this step is

D̂θ i
RFi−→ D̂θ i+1 , (11)

where D̂θ i is the current set of salient details and D̂θ i+1 is
the set returned after the relevance feedback.

Parameter adjustment Given the user feedback RFi ,
the system should find a set of parameters θ̂ i+1 optimizing
some criterion. Let us consider an example in the case of
points. When the user selects a region of interest, the new set
of salient points should contain as many points as possible
in the interest region while limiting the number of points in
other regions. A general form for this is given by

θ̂ i+1 = argmax
θ

ERFi (D̂θ i+1) , (12)

where D̂θ i+1 is the set of salient details returned with param-
eter θ i+1 and ERFi is an evaluation function on the output
salient details. The choice for this function depends on the
specific application. A general criterion is that the new set
of salient details should be closer to the user-expected result
than the previous one.

To avoid having the user become disoriented by large
changes, a constraint C is added. In other words, the con-
straint assures a smooth path to the optimal query. For ex-
ample, a constraint could be that the size of the new set of
salient details should not be much larger than the previous
set. The general constraint is represented as

C = C(D̂θ i , D̂θ i+1) . (13)

From 12 and 13 this parameter adjustment is described
as

θ̂ i+1 = argmax
θ

ERFi (D̂θ i+1 |C ) . (14)

After parameter adjustment, the system finds the optimal
set of parameters. These values will be sent to the database,
after which a new set of candidates is returned. The process
is repeated until the user accepts the results.

3.2 Offline computation

We have shown that salient details can be computed using
a five-step process where each step is steered by a set of
parameters. For interaction it is not feasible to do all the
computation at run time. Therefore, for a given range of
the parameter values we precompute the salient details and
store them in a database in the offline computation step.
At each step, we determine the most important parameter
while keeping the other parameters to their default values.
Computing details beforehand leads to the problem of
storing the offline data. As only the resulting details have to
be stored, the storage requirements are moderate compared
to the space required for the image itself. For example, in
the case of salient points, only their coordinates are stored
for each parameter setting. In the case of salient regions, the
storage is also moderated, as for each parameter setting an
identification image is stored where the value corresponds
to a region. As the number of regions is limited, the identifi-
cation image of an RGB image is on average 3 KB only (in



504 G. P. Nguyen, M. Worring

PNG format with the size of an image is 384 × 256 or 256 ×
384).

Assume the setting for a parameter is 10 different
values. In the worst case, when the method employs each of
the five steps per parameter, the size of � is then 105. Each
segmented image has size 3 KB, so for example with 10,000
images, total storage is 3 GB. It seems that the setting for
each parameter is unlimited. In practice, those parameters
should not be too different from the default ones since we
meant to adjust them to suit a specific query. As in our
experimental results, the setting takes the default parameters
as a standard point then decreases and/or increases within
a certain range to get the new set of parameters. Hence, this
will limit the explosion of possible combinations between
parameters.

In what follows the precomputed data for a given input
image are called the offline data for that image. The size of
the offline data is O(Nit):

Nit = (‖�‖ × ‖�‖ × ‖�‖ × ‖�‖ × ‖
‖) ,

where the ‖ · ‖ denotes the size of a set.
When the dataset grows beyond 10,000 images, we

should consider the use of special data structures to make
the access to the offline data more efficient. This depends on
the type of relevance feedback given by the user, the spe-
cific function chosen in Eq. 12, and the constraint function
chosen in Eq. 13. With a carefully chosen constraint it is fea-
sible to obtain a considerable pruning of the search region in
parameter space. That is, for every image and for every pa-
rameter setting we can precompute which other parameter
settings fall within the constraint. Links to those parameter
settings can be stored in an index. Only if the initial query
image is chosen outside the dataset do we have to go through
the whole parameter space.

4 Instantiations of the framework

In the previous section a general framework for interact-
ing with salient features was defined. To show its validity,
we now introduce three example instantiations of the frame-
work to show how it can be used to add an interaction step
to existing methods. Each example illustrates different as-
pects of the framework to show how it can be used to add
an interaction step to existing methods. These examples are
respectively based on points, lines, and regions. Finally, we
show how to apply the latter as the query redefinition step in
CBIR.

4.1 Interacting with salient points

For offline salient point detection, the Harris detector is
used [16]. The Harris detector has a set of parameters θ =
θ(σ, r, t), where σ is the standard deviation of the smooth-
ing Gaussian used in the image processing step, r is the

mask radius considered for local maxima in the detail detec-
tion step, and t is the threshold for selecting output salient
points.

The offline stage as described above stores an archive
of possible sets of salient points by computing results for
σ = {1.0, 2.0, 3.0, 4.0}, r = {1.0, 2.0, 3.0, 4.0}, and t =
{100, 200, 500, 800, 1000, 1100, 1200, 1500, 1800, 2000,
2500}. The default set of parameters is given by θ0 =
(1.0, 1000, 1.0) [16]. In this example, the relevance feed-
back is the selection of a region of interest.

Given an input image with a set of points extracted by the
initialization step, the user then selects a region of interest T
by drawing a rectangle with points inside taken as positive
examples. This relevance feedback is used to search through
the offline database to find the optimal result.

The updating step searches for a θ i+1 satisfying Eq. 12.
In this experiment, we aim at finding many points inside the
region of interest, and few points outside. Hence, the system
finds θ i+1 such that

θ i+1 = argmax
θ

( ‖Pin(θ)‖
‖Pin(θ)‖ + ‖Pout(θ)‖

)
,

where {
Pin(θ) = T ∩ D̂θ ,

Pout(θ) = D̂θ \ T .

To assure that points are gradually added to T , we use the
constraint

C = {(1 − ε)‖D̂θ i ‖ < ‖D̂θ i+1‖ < (1 + ε)‖D̂θ i ‖} ,

with ε = 0.2. This means that within the constraint C, we
find a parameter set θ that returns the maximum value of

Pin
Pin+Pout

. This is illustrated in Fig. 4.
We now show some results of using the method thus

defined. In the first example, we consider the image depicted
in Fig. 5a. With the default set of parameters, the Harris
point detector returns 463 points, mostly lying along the
borders. In case the user wants to have points inside the

Fig. 4 Instantiation of the framework for the Harris point detector
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Fig. 5 Examples of experimental results. The left images are query im-
ages. The middle ones are images with default automatically detected
salient points superimposed; the rectangles show the regions of inter-
est with positive examples given by the user. The right images are the
images returned after user feedback

petal area, the default parameter set fails to return the set
of salient points inside that region. Within the region of
interest, the number of positive points is 128/463. Based
on the user feedback, the system finds the new values for
parameters that return the total number of 475 points, with
more points in the region of interest, namely, 162/475.

The second example is similar. The default parameter set
returns 1904 points with 39 positive points. The system up-
dates the parameters, and 1568 points are found. The final
set of salient points (107/1568) is still able to cover the main
corners (borders) and able to representing the user-selected
region.

4.2 Interacting with salient lines

In this section, we show an instantiation of the framework
for salient line extraction.

In this example, we employ the Canny edge detector [4].
In the image processing step, the input image is smoothed
using a Gaussian mask. Gradient magnitude and edge di-
rection are then computed at each pixel to extract edges.
In the final step, Canny uses a threshold over the average
strength of candidate edges, which will yield a set of salient
edges.

The output is given to the user to provide feedback. The
final image should contain as many details as possible that
are salient from the user’s perspective. The instantiation is
shown in Fig. 6.

From the above we collect the set of parameters for this
method as θ = θ(σ, t), where σ is the standard deviation
of the Gaussian and t is the threshold to select whether or
not there is an edge point. Default θ0 is set to (1.0, 3.0) as
proposed in [8]. The offline stage stores archive results for
parameters σ = {1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4, 4.5, 5} and
t = {1.0, 2.0, 2.5, 3, 3.5, 4, 5, 6, 6.5, 7}.

In this experiment, we let the user give feedback by se-
lecting the line that they want to have removed. Here we
make the assumption that these edges occur because the

Fig. 6 Instantiation of the framework for Canny edge detection

level of detail is too high; hence too many edges of limited
length are present. Therefore, the length l0 of the selected
line is computed. The new θ i+1 will be searched through the
offline data such that the new set of salient lines contains as
few lines as possible with length smaller than l0. Thus,

θ i+1 = argmax
θ

( ‖Dp(θ)‖
‖Dp(θ)‖ + ‖Dn(θ)‖

)
,

where {
Dp(θ) = {d : ‖d‖ > l0} ,
Dn(θ) = {d : ‖d‖ ≤ l0} .

The constraint is

C = {‖(1 − ε)‖D̂θ i ‖ ≤ ‖D̂θ i+1‖ ≤ (1 + ε)‖D̂θ i ‖} ,

where we use ε = 0.1.
To start the system, we begin with the smallest value of

σ and t to obtain all possible edges. Each time the unwanted
lines are removed. This is illustrated in Fig. 7. We observe
that the image after user feedback has fewer petty lines com-
pare to the result using default parameters. Of course, this
experiment can also be done in the case where the user
looks for more-detailed edges. The user then gives feedback
by pointing at regions in the image where edges should be
found but are not present. This is quite similar to the case of
finding points of interest as presented in Sect. 4.1.

Fig. 7 Examples of experimental results with interactive salient line
detection. The first row contains the original image and the edge image
with default parameters. Some results after user interaction are shown
in the second row
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Fig. 8 An instantiation of the framework using Hoang’s region seg-
mentation

4.3 Interacting with salient regions

In this example, we work with the region segmentation
method from [11]. In this reference, starting with Gaussian
smoothing, the image is filtered using a set of Gabor filters.
All pixels are represented in the feature space given by the
Gabor results and the color. A k-means clustering method
is then used to group pixels into regions. They collect the
same color and texture features from the previous step to
find the similarities between extracted regions. Regions with
similarities larger than a given threshold are then merged to
give the final salient regions. The instantiation is shown in
Fig. 8.

Different parameters are used in the process; we select
two of them as tunable parameters: the scale σ used in
the Gabor filters computation and the similarity threshold
t . Thus we collect a set of parameters for this method as
θ = θ(σ, t). The remaining parameters for the Gabor fil-
ter, namely, the specific frequencies and orientations, are
taken following the guideline in [11]. The default values are
θ0 = ({4, 3.5, 2.95, 2.35, 1.75}, 7.5). In the experiment, we
take t ∈ [4.0, 8.0] with step 0.5 and σ ∈ [1.0, 6.0] with step
0.05 and apply them to the method.

The resulting salient regions are visualized. The user
gives feedback by asking the system to split or merge re-
gions. When the user asks for a global split or merge, the
system searches for a θ̂ that returns D̂′

θ with a number of re-
gions larger or smaller respectively than the previous result
D̂, i.e.,

θ i+1 = argmax
θ

(‖D̂θ‖) ,

with

{
C = {‖D̂θ i ‖ < ‖D̂θ i+1‖ < (1 + ε)‖D̂θ i ‖, ε ∈ R

+} ,

C = {‖D̂θ i ‖ > ‖D̂θ i+1‖ > (1 − ε)‖D̂θ i ‖, ε ∈ R
+} .

The new θ t+1 is returned with the maximum number of re-
gions or minimum, in the case of splitting or merging re-
spectively, within the constraint C.

In our experiment, we simply select ε such that the num-
ber of salient regions will increase/decrease 20% in the new
set. If ε ∗ ‖D̂θ i ‖ < 1, then the constraint will be ±1 region,
respectively. Therefore,

ε = max

(
0.2,

1

‖D̂θ i ‖

)
.

In case of a local split, the system tries to keep the outer
boundary of the selected region and introduces inner bound-
aries. With local merging of regions, the system keeps the
outer boundary and removes inner ones. This leads to gen-
eral criteria for selecting a set of parameter θ , which will
now be explained.

Assume the current set of salient regions is D̂ =
{d̂1, . . . , d̂k}. The user decides to merge two regions d̂i and
d̂ j . The system returns D̂′

θ = {d̂ ′
1, . . . , d̂ ′

t } such that

∃m : d̂ ′
m � {d̂i ∪ d̂ j } ,

where � denotes that the new region d̂ ′
m approximates the

combination of the two regions d̂i and d̂ j with an error τ ∈
R

+.
Therefore, let A(d̂) denote the area of d̂; then the evalu-

ation function will be

E = ((A(d̂ ′
m) ∪ A({d̂i ∪ d̂ j })) \ (A(d̂ ′

m) ∩ A({d̂i ∪ d̂ j }))) ,

with constraint C = {‖D̂θ i+1‖ = ‖D̂θ i ‖ − 1}.
In the similar case for local splitting, we have d̂m �

{d̂ ′
i ∪ d̂ ′

j }. Those formulas can easily be generalized for n
regions. Repeating this process, the user will be able to find
the meaningful segmentations. Figures 9 and 10 show some
results of interactive segmentation of images.

The results depend on what the user is looking for, since
the definition of “object” is at the semantic level. In the first
example, the salient region represents the “woman.” In the
second example, the user looks for the region of the sun.

Fig. 9 Example of an interactive segmentation result. The left image
is the query image. The middle one is the segmented image with de-
fault parameters. The right image is the result after user-based split-
ting/merging process. The default set of candidate salient regions is
shown to the user, and a global merging command is given. The sys-
tem then returns the segmented image with a smaller number of regions
than before
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Fig. 10 Example of an interactive segmentation result. In this case, a
local splitting command is given to the default set. A local search is
given within the selected region to find more regions in it, and thus the
parameter θ is locally defined

4.4 Content-based image retrieval with query refinement

In this section, we present two applications of the proposed
framework for CBIR using salient points and salient regions.
We leave out the application with salient lines as it is in the
middle of points and regions.

Some available examples of the use of salient points
in CBIR are presented in [32, 34], for lines in [12], and
for regions in [5]. For CBIR with salient details an appro-
priate similarity function has to be defined. For instance,
Hausdorff or Chamfer distance would be an appropriate
choice to measure the similarity between images based on
comparing the locations of salient points. With sets of lines,
the similarity can be based on the comparison between two
sets of lines on either the curvatures of lines or their shapes,
or we can view lines as the border between two regions
and compare their features. With regions, features can be
shapes, colors, or textures.

In the previous sections, we used the framework to find
the optimal parameters for one image. Now let us consider
how to apply this for searching. If we perform t steps, we
have (from Eq. 2)

{IQ, F0
Q, SQ, ZQ} RFi→ {IQ, Ft

Q, SQ, ZQ} .

Thus at every step the whole query space is updated as
the current parameters are applied to the whole dataset. So
after initialization we iteratively search for a good query.
The number of iterations during the user interaction depends
on the value of ε in the constraint function C. If ε is set to
a small value, the system will take several steps to reach the
final result.

4.4.1 Examples

For the experiment, a dataset of 1100 Corel images is used,
which consists of different scenes and objects. The initial
images can be selected by the user from a set of internal or
external examples. For simplicity, we work on a single im-
age at a time. Working with multiple examples can be done
by combining user feedback on each image.

The system is based on the query details defined by de-
fault parameters and tuned parameters after relevance feed-
back as described in Sects. 4.3 and 4.1.

If salient points are used, for each image in the database,
a set of salient points is extracted. To compute the feature,
we use [37] to obtain color moments at each color channel.
In our experiment, we use HSI color space. First, the color
histogram HSI is computed at each salient point in a 3 ×
3 neighborhood. Those values are summed up and normal-
ized by the number of salient points in the images. Next,
three color moments – mean, variance, and skewness – are
computed for each color channel. Hence, each image is then
represented by a vector of 9 values. L1 is used as a similarity
function between feature vectors.

For query region specification and refinement we follow
the method of Sect. 4.3. However, in this case, as features
of the region, we take hue and saturation as they are simple
and effective for the Corel dataset. With hue and saturation
features, the function SQ is based on histogram intersection
[38]. The similarity value is defined by the best matching
region of an image to the query one. Finally, returned images
are ranked based on similarities.

As described in the previous section, we select ε = 0.2.
Then for each query, it takes four to five iterations to reach
the user’s desired result, i.e., t = 4 or 5.

An illustration of how the system works is given in
Fig. 11. In this particular example, it follows that with de-
fault parameters, the query is almost the whole image, and
hence contains both red (flowers) and green (leaves). The
system then returns images that contain regions with similar
color distributions. The user shows that he/she is only inter-
ested in the red region; the results after adaptation therefore
show all images with red regions also if they are on a

Fig. 11 Example of a query region definition. The upper left corner is
the query image, and the upper right corner is the image with query
region using default parameters. The lower right corner is the image
with redefined query region. The circle denotes the point clicked by
the user
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Fig. 12 a Result images using region-based search where the query region is extracted using default parameters. To the right of each picture the
region found is indicated. b The same image but now using the updated parameters. c Result images using region-based search where the query
region is extracted using updated parameters but without applying those updated parameters to the whole dataset

different background. In Fig. 12, we show the results
with the corresponding retrieved regions similar to the
query region. It is observed that the result with updated
parameters (Fig. 12a) is closer to the desired results than
the default (Fig. 12b) since retrieved regions are indeed
similar red regions. In Fig. 12c, the updated parameters
are only applied to the query image but not to the whole
dataset. Since the new parameters define a smaller scale,
the results show that images returned have red regions
extracted at a large scale but miss ones that only exist
at a smaller scale. When applying the updated parame-
ters to the whole dataset, the regions at the larger scale
are subdivided into smaller regions, hence those con-
tain smaller red regions, which are now retrieved by the
system.

Fig. 13 Experimental setup
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Fig. 14 Average recall and precision comparison of 1100 Corel images

4.4.2 Experiments

As stated earlier, finding the user’s desired results is a sub-
jective problem, hence it is not easy to evaluate or compare
our system to existing ones. However, we believe that us-
ing updated parameters, the user will be presented with the
choice to select the right details, which are missing using
the default parameters, for a query search. To see whether
salient details perform better than global features, and to see
whether it pays off to optimize the parameters for each spe-
cific query, we compute the following comparisons:

(i) Default query detail compared to details with default
parameters in offline data.

(ii) Updated query detail compared to details with default
parameters in offline data.

(iii) Updated query detail compared to details with updated
parameters in offline data.

(iv) Using global features (i.e., features are computed for
the whole image).

For that purpose, we built a model for the search task,
which will be described as follows.

We used the predefined categories from Corel. The ten
categories are cars, surfing, sunset, flowers, roses, seasons,
flower beds, balloons, summer, and winter. The size of each
category is 100 images, except the category “roses,” which
contains 200 images. Each image in the dataset is subse-
quently used as a query. Salient details are extracted using
either default or updated parameters. With salient points, the
feature vector of the query image is compared to all feature
vectors in the database at the same parameter setting. In the
case of region-based search, the comparison is more com-
plicated. Each region in the image is selected as the query
region. The search process looks into the offline data and
compares the query with all extracted regions at the same pa-
rameter setting. The similarity is the maximum value of all
regions in one image compared to the query region. Hence,

for each query region, we get a ranked list of images based
on the similarity values (Fig. 13). We then compute the re-
call and precision. The final rank list of a query image is the
one with the highest recall and precision values. The number
of retrieved images in the experiments is 10, 20, 30, 50, 100,
150, and 200 images. In Fig. 14, we show the average results
over the whole set of 1100 images. Figures 15 and 16 show
in detail the average precision and recall of each category
using salient regions and points, respectively.

The results show that salient details generally perform
better than global features. This especially holds for region-
based search when finding red flowers, cars, and sun. Since
the searched objects are specific, the user easily figures out
the salient regions for the search. In the case of a general
search, for example searching for seasons, it is hard to point
out which regions are most representative for the term “sea-
son.” Besides, we show that finding the appropriate query
details (ii) leads to an improvement of the search. However,
updating the whole dataset with the new updated parameters
(iii) will give the best results. The experiments also prove
that for each category there is an optimal parameter set for
the search different from the default one.

5 Conclusion

In this paper, we have proposed a user-based framework for
interacting with salient details. Using this framework we
have identified that existing salient detail detections can be
classified into the following five steps: image processing,
detail detection, feature computation, saliency computation,
and selection based on significance. Tunable parameters at
each step are then found, and from there we present efficient
methods for updating those parameters via user relevance
feedback. The instantiations of the framework show that
adapting saliency of details can get closer to saliency from
a user’s perspective. Moreover, based on a set of 1100
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Fig. 15 Recall and precision comparison using salient points
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Fig. 16 Recall and precision comparison using salient regions
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images from the Corel collection, the potential of applying
the framework to the image retrieval system is illustrated.
Experimental results first prove our theory that using salient
details perform better than global features, especially using
salient regions. Secondly, it is demonstrated that the use of
parameter optimization to update the query space allows
for remarkable improvements in retrieval performance.
Extending the proposed framework so that it can deal
with larger datasets (e.g., more than 100000 images) is an
interesting topic for future work. For such a large dataset, a
number of issues such as indexing for interaction and search
as well as storing data must be studied thoroughly.
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