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Abstract. We propose a method for measuring the quality of a grouping
result, based on the following observation: a better grouping result pro-
vides more information about the true, unknown grouping. The amount
of information is evaluated using an automatic procedure, relying on
the given hypothesized grouping, which generates (homogeneity) queries
about the true grouping and answers them using an oracle. The pro-
cess terminates once the queries suffice to specify the true grouping. The
number of queries is a measure of the hypothesis non-informativeness.
A relation between the query count and the (probabilistically character-
ized) uncertainty of the true grouping, is established and experimentally
supported. The proposed information-based quality measure is free from
arbitrary choices, uniformly treats different types of grouping errors, and
does not favor any algorithm. We also found that it approximates human
judgment better than other methods and gives better results when used
to optimize a segmentation algorithm.

1 Introduction

The performance of vision algorithms may be considered a tradeoff between their
computational cost and the quality of their results. Therefore, quality measures
are essential tools in the design and tuning of algorithms, in the comparison
between different algorithms and in matching algorithms to tasks. As measure-
ment tools, quality measures should be independent of the algorithms they test.
They should be free of arbitrarily set parameters, provide meaningful and useful
evaluations, and preferably be consistent with human judgment.

The quality of grouping algorithms, on which we focus here, may be eval-
uated by either task-dependent or task-independent (generic) measures. Task-
dependent advocates argue that the only way to evaluate grouping quality is by
considering it in the context of some application and by using the application
performance as a gauge for the grouping performance. This approach is best
when working on a specific application, but it does not support modular design
and does not guarantee a suitable performance for other tasks [8]. In contrast,
as we know, humans can consistently discriminate between good and bad seg-
mentations. This implies that, at least in principle, task-independent measures
exist [11].

T. Pajdla and J. Matas (Eds.): ECCV 2004, LNCS 3023, pp. 392–404, 2004.
c© Springer-Verlag Berlin Heidelberg 2004

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.ALLGEMEIN ----------------------------------------Dateioptionen:     Kompatibilität: PDF 1.3     Für schnelle Web-Anzeige optimieren: Nein     Piktogramme einbetten: Nein     Seiten automatisch drehen: Nein     Seiten von: 1     Seiten bis: Alle Seiten     Bund: Links     Auflösung: [ 2400 2400 ] dpi     Papierformat: [ 594.962 841.96 ] PunktKOMPRIMIERUNG ----------------------------------------Farbbilder:     Downsampling: Ja     Berechnungsmethode: Bikubische Neuberechnung     Downsample-Auflösung: 300 dpi     Downsampling für Bilder über: 450 dpi     Komprimieren: Ja     Automatische Bestimmung der Komprimierungsart: Ja     JPEG-Qualität: Maximal     Bitanzahl pro Pixel: Wie Original BitGraustufenbilder:     Downsampling: Ja     Berechnungsmethode: Bikubische Neuberechnung     Downsample-Auflösung: 300 dpi     Downsampling für Bilder über: 450 dpi     Komprimieren: Ja     Automatische Bestimmung der Komprimierungsart: Ja     JPEG-Qualität: Maximal     Bitanzahl pro Pixel: Wie Original BitSchwarzweiß-Bilder:     Downsampling: Ja     Berechnungsmethode: Bikubische Neuberechnung     Downsample-Auflösung: 2400 dpi     Downsampling für Bilder über: 3600 dpi     Komprimieren: Ja     Komprimierungsart: CCITT     CCITT-Gruppe: 4     Graustufen glätten: Nein     Text und Vektorgrafiken komprimieren: JaSCHRIFTEN ----------------------------------------     Alle Schriften einbetten: Ja     Untergruppen aller eingebetteten Schriften: Nein     Wenn Einbetten fehlschlägt: AbbrechenEinbetten:     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]     Nie einbetten: [ ]FARBE(N) ----------------------------------------Farbmanagement:     Farbumrechnungsmethode: Farbe nicht ändern     Methode: StandardGeräteabhängige Daten:     Einstellungen für Überdrucken beibehalten: Ja     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja     Transferfunktionen: Anwenden     Rastereinstellungen beibehalten: JaERWEITERT ----------------------------------------Optionen:     Prolog/Epilog verwenden: Ja     PostScript-Datei darf Einstellungen überschreiben: Ja     Level 2 copypage-Semantik beibehalten: Ja     Portable Job Ticket in PDF-Datei speichern: Nein     Illustrator-Überdruckmodus: Ja     Farbverläufe zu weichen Nuancen konvertieren: Ja     ASCII-Format: NeinDocument Structuring Conventions (DSC):     DSC-Kommentare verarbeiten: Ja     DSC-Warnungen protokollieren: Nein     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja     EPS-Info von DSC beibehalten: Ja     OPI-Kommentare beibehalten: Nein     Dokumentinfo von DSC beibehalten: JaANDERE ----------------------------------------     Distiller-Kern Version: 5000     ZIP-Komprimierung verwenden: Ja     Optimierungen deaktivieren: Nein     Bildspeicher: 524288 Byte     Farbbilder glätten: Nein     Graustufenbilder glätten: Nein     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja     sRGB ICC-Profil: sRGB IEC61966-2.1ENDE DES REPORTS ----------------------------------------IMPRESSED GmbHBahrenfelder Chaussee 4922761 Hamburg, GermanyTel. +49 40 897189-0Fax +49 40 897189-71Email: info@impressed.deWeb: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<     /ColorSettingsFile ()     /AntiAliasMonoImages false     /CannotEmbedFontPolicy /Error     /ParseDSCComments true     /DoThumbnails false     /CompressPages true     /CalRGBProfile (sRGB IEC61966-2.1)     /MaxSubsetPct 100     /EncodeColorImages true     /GrayImageFilter /DCTEncode     /Optimize false     /ParseDSCCommentsForDocInfo true     /EmitDSCWarnings false     /CalGrayProfile ()     /NeverEmbed [ ]     /GrayImageDownsampleThreshold 1.5     /UsePrologue true     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>     /AutoFilterColorImages true     /sRGBProfile (sRGB IEC61966-2.1)     /ColorImageDepth -1     /PreserveOverprintSettings true     /AutoRotatePages /None     /UCRandBGInfo /Preserve     /EmbedAllFonts true     /CompatibilityLevel 1.3     /StartPage 1     /AntiAliasColorImages false     /CreateJobTicket false     /ConvertImagesToIndexed true     /ColorImageDownsampleType /Bicubic     /ColorImageDownsampleThreshold 1.5     /MonoImageDownsampleType /Bicubic     /DetectBlends true     /GrayImageDownsampleType /Bicubic     /PreserveEPSInfo true     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>     /PreserveCopyPage true     /EncodeMonoImages true     /ColorConversionStrategy /LeaveColorUnchanged     /PreserveOPIComments false     /AntiAliasGrayImages false     /GrayImageDepth -1     /ColorImageResolution 300     /EndPage -1     /AutoPositionEPSFiles true     /MonoImageDepth -1     /TransferFunctionInfo /Apply     /EncodeGrayImages true     /DownsampleGrayImages true     /DownsampleMonoImages true     /DownsampleColorImages true     /MonoImageDownsampleThreshold 1.5     /MonoImageDict << /K -1 >>     /Binding /Left     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)     /MonoImageResolution 2400     /AutoFilterGrayImages true     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]     /ImageMemory 524288     /SubsetFonts false     /DefaultRenderingIntent /Default     /OPM 1     /MonoImageFilter /CCITTFaxEncode     /GrayImageResolution 300     /ColorImageFilter /DCTEncode     /PreserveHalftoneInfo true     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>     /ASCII85EncodePages false     /LockDistillerParams false>> setdistillerparams<<     /PageSize [ 595.276 841.890 ]     /HWResolution [ 2400 2400 ]>> setpagedevice



An Information-Based Measure for Grouping Quality 393

Our work is done in the context of generic empirical quality evaluation, de-
pending on a reference grouping. (This is opposed to alternatives such as Analytic
performance evaluation [20,1,2] or empirical evaluation without a reference [12].)

Existing generic grouping quality measures rely on some kind of set difference
measure which specifies a (dis-)similarity between the evaluated grouping and a
reference true grouping (see e.g. [10,18,11]). Quality may be evaluated by, say,
counting the number of incorrectly assigned pixels (additions and/or deletions),
by counting the number of true groups which split or merge, or by measuring
Hausdorff distances between the segments. Such measures are indeed indicative
of the segmentation correctness, but the preference of one similarity measure over
the other is arbitrary. One approach to addressing this confusion is to consider
the tradeoff between several different measures of quality [7]. Another problem
is that such similarity measures are not in complete agreement with intuitive
judgment [4]. A hierarchical ground truth with multiple options substantially
increases the agreement with intuition. Still, for every one of these options, the
measure is still arbitrarily selected [11]. The lack of a suitable generic quality
measure seems to be the main reason that subjective judgment is still the most
common way for evaluating grouping results.

Unlike similarity-based approaches, we consider the grouping hypothesis as
an initial guess which provides information on the unknown true grouping and re-
duces its uncertainty. A better grouping result provides more information about
the true grouping. The amount of information may be measured in two alterna-
tive but related approaches:

Uncertainty view - Without a grouping hypothesis, the uncertainty about
the true grouping is high and the number of possible true groupings is large.
Knowing the grouping hypothesis reduces the number of correct grouping
possibilities, or at least reduces the likelihood of some of them. Quantification
of the uncertainty reduction is thus a measure of quality.

Effort view - Suppose the true group is specified by a sequence of basic mea-
surements, such as the cues used by grouping algorithms. The length of the
minimal sequence is the effort required for specifying the correct grouping.
A given grouping reveals information about the unknown correct grouping
and reduces the effort. Quantification of effort reduction is a measure of the
hypothesis quality.

These two ways for evaluating the quality are related. When the uncertainty
is large, more effort is needed to find the correct hypothesis. In information
theory, a complete probabilistic characterization allows us to specify a tight
relation between the code length (effort) and the entropy (uncertainty). Here,
the relation exists but is not as tight. Therefore, we emphasize the effort based
approach which provides a practical and intuitive procedure for grouping quality
evaluation.

Similar relations between ‘effort’ and ‘quality’ form the basis of quality mea-
sures in other domains such as the earth movers distance [15] and the string edit
distance [13]. In the context of image segmentation, this relation is explicit in
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[17], where segmentation results are evaluated by measuring the effort it takes
to manually edit the hypothesis into the correct solution. The resulting evalua-
tion measure is the weighted sum of the performed actions in the editing phase.
Our proposed method may be considered to be an automatic version of this
subjective, manual approach.

We also propose a probabilistic characterization of the grouping process and
show that considering the given grouping result to be a random variable gives
a precise meaning to the uncertainty of the true grouping, using terms such as
surprise and entropy, as defined in information theory [5]. We show how these
terms are related to the quantification of quality using effort.

The proposed approach has the following advantages:

General, uniform and fair - The measure uniformly deals with various
types of grouping mistakes, does not involve ad-hoc decisions or parame-
ters and is not biased towards any particular method.

Consistent with HVS - The measure is more consistent with human judg-
ment than other methods.

Meaningful - The measure may be interpreted by known statistical terms
(from information theory).

Useful - The quality measure is practical, useful, and allows, for example the
optimization of the parameters of a grouping algorithm, in a better way.

After some necessary definitions (Section 2), the proposed quality measure is
presented in Section 3. A link to the uncertainty view is made in Section 4.
Section 5 reports on some experiments, including psychophysics. The paper is
concluded with some observations and directions for future work in Section 6.

2 Preliminaries

Let S = {s1, s2, . . . , sn} be a set of elements, and consider a grouping C of S
as the partition of S into disjoint subsets, C = {X1, X2, . . . , Xm}, with Xi ⊆
S, ∪iXi = S, Xi ∩ Xj = ∅ for i �= j. The set of all possible groupings of set S is
defined as C = {C|C is a grouping of S}. A useful grouping may not be disjoint
or even unique. Here, however, we take a simplified approach and further assume
that there is only one correct grouping, denoted CT ∈ C. It is straightforward to
generalize the proposed measure to handle non-unique correct groupings.

A grouping algorithm provides a grouping hypothesis CH , which is a partition
as well. Usually it will not be identical to the true grouping CT . The goal of this
paper is to propose a measure, denoted QT (CH), for the quality of the grouping
hypothesis CH relative to a known true grouping CT .

3 Judging Grouping Quality from a Questions Game

To quantify the effort required to get the correct grouping from the grouping
hypothesis, we consider a generic procedure that asks questions about the true
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unknown grouping. These questions are answered by an oracle, which relies on
the true grouping and provides only “Yes/No” type answers. After a sufficient
number of questions are asked, the true grouping may be inferred. The question-
ing procedure builds on the grouping hypothesis, and the grouping hypothesis
is considered better if the number of questions, or the effort, is lower.

Note that this view of quality is closely related to the parlor game of “Twenty
Questions” [16], where one needs to ask a minimal number of questions in order
to identify a secret object. (See also [14] where such a query mechanism is used for
visual object recognition.) In this context, the value of a ‘hint’ may be measured
by the number of questions it can save. Correspondingly, the grouping hypothesis
is considered a hint of the true grouping, and its quality is the number of queries
it saves. To evaluate the quality of CH , the following needs to be specified:

– an oracle that knows the correct grouping,
– a systematic questioning strategy, and
– a set of questions from which a subset is drawn according to the strategy.

3.1 Homogeneity Queries

The type of questions, or queries, we allow are homogeneity queries [19,10]. That
is, every query specifies a subset of the image and asks whether all picture ele-
ments in it belong to the same group. The oracle, knowing the correct grouping,
can easily answer such questions. Adopting another query type (e.g. a Boolean
function over several homogeneity queries) could lower the number of queries,
but we conjecture that it would not change the relative number substantially,
implying that it would not be better for comparing grouping hypotheses. Our
experiments (Section 5.3) support this argument.

3.2 Questioning Strategies

A questioning strategy suitable for the proposed quality evaluation should have
two main properties. It should not be biased toward specific types of grouping
results and should be efficient in the sense of not asking more questions than nec-
essary. An optimal strategy, asking the minimal (average) number of questions
would be best, and could be designed, at least in principle, from a probabilistic
model (described in the next section).

Here, however, we have chosen a non-optimal strategy which is based on a
split-and-merge search for the true grouping (see Section 5). We conjecture that
such a strategy provides query counts which are proportional to those achieved
with optimal strategies, and thus is good enough for estimating relative qualities.
The experimental results, described in Section 5.3, support this conjecture.

3.3 A Normalized Quality Measure

Let Nq(CH , CT ) be the number of queries required to know CT from the hy-
pothesis CH . One possible normalized quality measure is

QT (CH) =
Nq(CW , CT ) − Nq(CH , CT )
Nq(CW , CT ) − Nq(CT , CT )

, (1)
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(a) (b)

Fig. 1. Two alternative views of a grouping (clustering) process: as an algorithm that
labels the data elements or as a degradation process from the true grouping to the
grouping result (a), and construction of the set of all possible correct grouping (clus-
terings) given C and M (b).

which is maximal and 1 for the best (true) hypothesis (CH = CT ) and is minimal
and zero for the worst hypothesis CW , specified as the one requiring the maximal
number of questions. While this normalization is intuitive, other normalizations
are possible, and may be preferable; see [6]. Here we focus on the raw quantity
Nq(CH , CT ).

4 A Statistical Notion of Grouping Quality

4.1 A Statistical Model for Grouping

Grouping algorithms significantly differ in the processes they use. A quality
measure, as any objective measurement tool, needs to consider only the results
of the algorithms in a uniform way, using a common language, unrelated to
the process carried out by the algorithm. Therefore, we consider the grouping
hypothesis, provided by an algorithm A, to also be a result of an equivalent
process, called degradation, denoted by A′ : C → C. This process, operating on
groupings (and not on images) receives the correct grouping CT as an input and
provides that same hypothesis CH = A′(CT ) that the algorithm A delivers (see
Figure 1).

The degradation process takes into account both the algorithm and the image
given to it, as both of them influence the grouping hypothesis. It may be modeled
stochastically as follows:

Stochastic Degradation Model:
A degradation process A′ from CT to C = A′(CT ) is an instance of a
random variable M drawn using some probability distribution PM (A′).

The random variable M is denoted a degradation model. An instance of this
random variable is a particular degradation process, which is equivalent to the
action of a particular grouping algorithm on a particular image; see a more
detailed modeling in [6].
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4.2 The Posterior Distribution of Groupings

For a given grouping hypothesis CH , true grouping CT , degradation model M ,
and some prior distribution P ∗(C) over the set of true groupings, the set of
all possible correct groupings, K(CH ,M), which are consistent with the grouping
hypothesis CH , can be constructed as (see Figure 1):

K(CH ,M) = {C|C ∈ C, PM (A′) > 0, A′(C) = CH}. (2)

Taking a Bayesian approach, the posterior probability that a particular grouping
C ∈ K(CH ,M) is the true grouping, is

P(CH ,M)(C) =

∑
{A′|A′(C)=CH} PM (A′)P ∗(C)

∑
C′∈K(CH ,M)

∑
{A′|A′(C′)=CH} PM (A′)P ∗(C ′)

. (3)

4.3 The Quality of a Grouping Hypothesis as a Surprise

Given the posterior probability distribution on the possible true groupings, one
can construct an optimal questioning strategy, following the corresponding Huff-
man code [5]. It is well known that the average length of the Huffman code
converges (from above) to the entropy and is thus minimal 1.

The following related result is even more useful here: the number of bits
required to code a message, associated with probability p, using a Huffman
code, is never larger than �−log2p	 [5]. The quantity −log2p is sometimes called
surprise [9], in accordance with intuition: a rare message, associated with a small
probability p, makes a large surprise when it appears.

If the query strategy is designed according to the Huffman code, it follows
that the number of queries is not higher than the surprise associated with the
event (of probability P(CH ,M)(C = CT )) that, given CH , CT is the true grouping.
The quality measure QT (1) is monotonic in the query count. Therefore,

Claim 1 (Hypothesis Quality and Surprise) Under the probabilistic
degradation model, and with an optimal questioning strategy and unlimited
queries, the proposed hypothesis quality measure QT is a monotonically non-
increasing function of −log2P(CH ,M)(C = CT ) - the surprise associated with
this grouping.

This relation attaches a new meaning to the proposed quality measure. A
larger number of queries implies that the true grouping is more “surprising” (in
the information theory sense), meaning that the hypothesis is less informative
and worse.

A subtle issue is the choice of the degradation model and the correspond-
ing questioning strategy. A model adapted to a particular algorithm assigns a
smaller surprise to grouping errors which are typical to it and thus introduces
bias. Therefore, when comparing different hypotheses associated with different
algorithm, a degradation characterizing the ensemble of grouping algorithms is
a better choice.
1 H(X) = −∑

x∈X
P (x) log2 P (x) is the entropy of the random variable X.



398 E.A. Engbers, M. Lindenbaum, and A.W.M. Smeulders

Fig. 2. The original true grouping, the three types of basic degradation: noise
type, attached type, and split/merge type, and two examples of mixture degradation:
noise+attached, and noise+attached+split (left to right).

4.4 The Quality of a Grouping Algorithm as (Average) Entropy

So far, we considered the quality of a single grouping hypothesis CH . To evaluate
an algorithm, we propose to average the number of queries required for a large
number of grouping tasks. In our model, this average number converges to the
average entropy

H(A) =
∑

C∈C
H(P(C,M)) Prob(CH = C), (4)

which depends only on the degradation model M and on the prior distribution
of true groupings. For a detailed discussion see [6].

The elegant relation between effort and surprise (and between average effort
and average entropy) holds rigorously only in the ideal case. When examining a
grouping hypothesis we usually do not know the degradation model, and conse-
quently, cannot design the optimal Huffman strategy. Moreover, the homogeneity
queries we propose are weaker than the arbitrary queries required to specify the
Huffman tree. While we do not have a provable relation, we conjecture that
the query count is monotonic in the surprise and use the experimental effort as
a quality measure. Some experiments, described in Section 5.3, show that this
conjecture is a justified approximation.

5 Experiments

The experiments described below illustrate how the measure quantifies common
types of grouping errors, show its improved agreement with human judgment and
a relation between measured quality and entropy estimates, and demonstrate the
proposed measure utility for optimizing a simple grouping algorithm.

5.1 Some Illustrative Quality Measurements

Data. The grouping errors considered in the first set of experiments are mixtures
of three basic degradation types, illustrated in Figure 2: noise type (independent)
errors, characterized by isolated “islands” of incorrect grouping and rough group
boundaries, attached errors, where the errors are near the real groups bound-
aries and have relatively smooth shapes, and split-and-merge errors where large
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. . .

. . .

Fig. 3. An illustration of a query sequence: the two images on the left show the
hypothesis (top) and the true grouping (bottom). The rest of the images describe
typical queries starting from the first (top - second left). The top row shows queries
from the split stage. The first three queries are done on a homogeneous region. The
fourth is done on a non-homogeneous region and consequently this region is split.
Queries associated with the merge stage are described in the bottom line. In every
image, the white boundary rectangle (or union of such rectangles) marks the region
tested for homogeneity, and a cross over this region implies that the homogeneity test
failed.

parts of the original groups are split and merged. Using synthetic grouping error
generators allows us to examine the quality measures for the different types of
grouping errors. Moreover, this way, the measure is not developed in the context
of a particular algorithm and is not biased towards its properties.

The questioning strategy. A sequence of homogeneity queries, based on the
given grouping hypothesis, is used to find the true grouping. The strategy re-
cursively splits the groups specified by the hypothesis until the subparts are
homogeneous. This is done hierarchically, according to a binary regions tree,
which is built for every hypothesized group. Then, the unions of the subparts
are tested, so that no two (adjacent) parts which belong to the same group re-
main separate. See [6] for a more detailed and formal description and Figure 3
for an illustration.

The quality calculator procedure is available to the community via a web site
www.cs.technion.ac.il/Labs/Isl/Research/grouping-quality/gq.htm al-
lowing the uploading of the user’s images.

The query count measure for a variety of grouping degradations. For
every tested grouping, we consider two quality measures: the one we propose,
and a reference one, denoted the difference measure, which is simply the minimal
number of hypothesis pixels that should be corrected to get the true grouping.

First we considered hypotheses, degraded by different amounts of noise-based
errors. Naturally, more erroneous hypotheses required more queries and have
higher difference measures. Next we addressed a more complex degradation,
which is a mixture of attached type and noise type errors. Here the number of
queries significantly decreases when the attached type error is more dominant,
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Fig. 4. The dependency of the query count on the error type. The five segmentations
above differ in the source of the errors. The left most image is the true segmentation.
The second left image is an hypothesis getting all its errors from splits and merges,
while as we move to the right, the influence of attached errors and noise is stronger.
The number of queries required for these hypotheses are 51, 623, 593, 914 and 1368.
(Corresponding quality values (QT ) are 0.987, 0.87, 0.84, 0.76, and 0.64.) The corre-
sponding difference measures are 10601, 10243, 10001, 9946 and 9916. Note that even
though the difference measure stays the same or even decreases, the number of queries
significantly increases.

Fig. 5. The query count measures for some hand segmented images. The left-most
image is assumed to be “the true one” and the rest are the other hand segmentations
ordered (left to right) by increasing query count (317, 406, 548, 566 and 678).

even though the difference measure stays the same. The measures are markedly
different when split/merge grouping mistakes are dominant. Then, in agreement
with intuition, the proposed measure does not penalize every pixel of the split
part as if the grouping of these pixels were completely incorrect. The number of
queries required to restore a grouping dominated by this type of grouping errors
is much lower than the number required for noise or attached type grouping
errors; see Figure 4 for an example, and [6] for details regarding all experiments.

5.2 Comparison of Hand Segmented Images

While we still think that the characteristics of the proposed measure are best re-
vealed using controllable grouping errors, we tested the measure using examples
from the Berkeley database. We took several segmentations of the same image,
chose one of them as the “true one”, and examined the information revealed on
it from the others. The query count may be sensitive to small scale errors which,
for some applications, should not make a difference. To reduce this dependence,
we can treat thin regions of non-homogeneity as “don’t care” in the homogene-
ity query. See Figure 5 for an example demonstrating the good agreement with
human judgment.
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Fig. 6. The plot describes the combinatorially calculated entropy against the average
query count, for two image sizes (L = 500, 100), k = 30 true groups, and a variety of
degradations. (All combinations of s splits and m merges where s, m ∈ [6, 8, 10, . . . , 24]).

5.3 Average Query Count versus Entropy Experiment

The validity of the probabilistic interpretation is tested by relating the average
query count to the entropy. Picking a relatively simple example allows us to an-
alytically approximate the entropy. We consider 1D “images” of length L. These
images are truly divided into several (k) true groups, but the given hypotheses
results from a degradation process in the form of m merges and s splits. (The
splits do not split between true groups and the merges do not merge parts which
were split in the degradation). For a given hypothesis, the number of feasible
true groupings is

(
k+s−m−1

s

)(
L−k−s+m

m

)
. The logarithm of this number is the

entropy (under uniform probabilistic assumptions).
A 1D variant of the questioning strategy, unaware of the parameters k, m

and s, is used to find the query count measure. The average number of queries
is estimated for every parameter set L, k, m, s, from several randomizations of
the true groupings and degradations corresponding to this parameter set.

The combinatorially calculated entropy is plotted, in Figure 6, against the
average query count. The different selections for s and m specify a wide variety
of different grouping errors. Still, the relation between the query count and
the entropy is almost linear, and independent of the error type. This relation
is consistent with our interpretation, and supports the claim that ideally, the
average query count is the (average) entropy, and (more weakly), the claim that
the query count associated with one hypothesis is proportional to its surprise.
More than one query is required for every bit of uncertainty, which is expected
from the weaker homogeneity queries. An important practical implication is that
the number of queries required by our heuristic strategy, being almost linear in
the number of queries required by the ideal strategy for a variety of grouping
errors, is an unbiased measure for comparing grouping results.

5.4 An Application – Algorithm Tuning

To show its utility, we used the quey count to tune a particular segmentation
(binarization) algorithm. This algorithm smooths a given image, extracts edge
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Fig. 7. The given image (top left), 5 binarized images (grouping hypotheses), cor-
responding to smoothing widths of 1, 3, 5, 7 and 9 (left to right, middle and bottom
(zoomed in view)), and the query count and the difference measures plotted against
the smoothing kernel width (top right, the measures are normalized). The binarization
specified by the minimal query count is indeed visually optimal.

points and uses them to set a binarization threshold surface [3]. The degree of
smoothing is a free parameter of the algorithm which we optimized; see Figure
7 for the results. Note that minimizing the query count (minimal at smooth-
ing width = 5) leads to the visually most pleasing result, while relying on the
difference measure (minimal at smoothing width = 3) does not.

5.5 Psychophysics

We tested the consistency of the proposed measure with human judgment in a
simple psychophysical experiment. A subject was shown a sequence of slides, each
containing two pairs of grouping images, and was asked to tell which pair shows
a more similar presence of objects. The pairs were of very similar groupings, one
different from the other by a mixture of attached type and noise type errors.
The difference measure was 1-2% for all pairs.

An answer was considered correct if it was in agreement with the query
count based preference. The number of incorrect answers (an average over five
subjects) is plotted against the difference in quantized query counts (Figure 8).
(The query counts of all pairs were quantized into 7, equally populated levels. For
every difference value, 10 slides were presented.) The error rate sharply decreases
for a higher difference in query count, showing an excellent agreement between
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Fig. 8. The rate of incorrect answers as a function of ranking according to query based
measure (left) and to additive difference based measure (right)

the query count based measure and human judgment. Repeating this experiment
for the difference measure shows little, if not zero, agreement (Figure 8).

6 Conclusions

We proposed a generic grouping quality measure, quantifying the information
available from the grouping result on the true grouping. A (simple and auto-
matic) simulated interaction between a questions strategy and an oracle was
used to estimate this information. We found that the proposed measure more
closely approximates human judgment than other methods and as such gives
better results when used to optimize a segmentation algorithm. The proposed
methods is associated with the following two main advantages:

Generality and fairness - Most previous, similarity-based measures, involve
unavoidable arbitrary choices. The proposed information-based quality mea-
sure is free from such arbitrary choices, treats different types of grouping
errors in a uniform way and does not favor any algorithm.

Non-heuristic justification - The number of queries is interpreted as a sur-
prise in an information theory context. While the questioning strategy is
not ideal, the query count was found to be approximately monotonic in the
entropy, independent of the grouping error type, indicating both that this
interpretation is valid and that the query count is an adequate unbiased
means for comparing grouping results.

This work was done in the context of a unique ground truth. One future
direction would be to generalize our measure to multiple ground truths (as was
shown to be more meaningful in [11]). This could be done by finding the query
count for all ground truths and calculating the quality from the minimal value.
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