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Systematic Evaluation of Logical Story
Unit Segmentation

Jeroen VendrigMember, IEEEand Marcel Worring

Abstract—Although various Logical Story Unit (LSU) segmen- Methods presented in literature are evaluated by their
tation methods based on visual content have been presented in lit- creators, resulting in three major problems. First, there is no
erature, a common ground for comparison is missing. We presenta ¢ommon data set for evaluation. Second, the definition used

systematic evaluation of the mutual dependencies of segmentation . . A
methods and their performances. for an LSU is not precise. Therefore, definitions of a ground

LSUs are subjective and cannot be defined with full certainty. To truth depend on individual viewers instructed by the creator
limit subjectivity, we present definitions based on film theory. For of a method. The ground truth may be biased to the specific
evaluation, we introduce a method measuring the quality of a seg- method’s underlying assumptions and approach. Third, for
mentation method and its economic impact rather than the amount  o5ch method specific features are used to compare video

of errors. Furthermore, the inherent complexity of the segmenta- o . .
tion problem given a visual feature is measured. Also, we show content. Hence, it is possible that the quality of features rather

to what extent LSU segmentation depends on the quality of shot than mgthods is evaluated. What is required is an independent
boundary segmentation. evaluation.

To understand LSU segmentation, we present a unifying frame-  In literature, evaluation of segmentation results is either left to
work classifying segmentation methods into four essentially dif- the reader [4] or based on evaluation criteria for shot boundary

ferent types. We present results of an evaluation of the four types goq mentation. The latter boils down to counting false negatives
under similar circumstances using an unprecedented amount of 20

hours of 17 complete videos in different genres. Tools and ground &nd false positives [2], [6]. This approach requires an exact, un-

truths are available for interactive use via internet. biased ground truth. Counting just the amount of errors does
i o . not communicate error magnitude, i.e., the economic impact er-

Index Terms—Video content analysis, video representation, h h It E h . inq is f ible b
video segmentation. rors have on the result. For shots, jUSt countlng IS Teasiple, be-

cause start and end are well defined. For LSU ground truths, this
cannot be expected.
. INTRODUCTION In the context of this paper, we restrict ourselves to generally

IDEO structure is important for abstracting, visualizing2Pplicable segmentation methods using visual features. In con-
searching, and navigating through videos. Brunelli [1] ddtast, edits-based analysis requires an explicit model of a video
fines video structure as the decomposition of a stream into shBf§gram [17] or a set of generic style rules used in editing.
(“Contiguous|y recorded Sequences") and scenes. In video pﬁgiltlng rules have been applled for SpeCifiC classes of feature
cessing literature, the term scene is already occupied and fias [9] only. Segmentation methods that use other modalities,
named to Logical Story Unit (LSU) [2] or simply story unit [3],such as audio and text [18], yield partial information only. They
[4] In Cinematography an LSU is defined asseries of shots still depend on visual information. Evaluation of visual methods
that communicate a unified action with a common locale arii necessary in finding the best starting point.
time [5]. Viewers perceive the meaning of a video at the level This paper is organized as follows. In Section Il, we present
of LSUs [3], [6]. Therefore, next to methods for accurate shét New, more precise definition for LSU. Assumptions and
detection there is even a greater need to have methods for atfghniques underlying LSU segmentation methods are made
matic segmentation of a video into LSUs [2], [4], [6]—[16]. explicit, resulting in a unifying framework. In Section llI,
Large-scale evaluations on shot segmentation results h&®&" centered measures for visual features and segmentation
been performed a|ready, e.d., [1], Showing reasonable perfa}ethOdS are defined. In Section 1V, results of the performance
mance. Such a major effort has not been done before for L¥Rluation are described. Conclusions are given in Section V.
segmentation results. To our knowledge, the largest data set
described in literature is four hours for just two movies [2]. [l. LOGICAL STORY UNIT SEGMENTATION
Other authors use more videos, but not full-length [6], [12]. TR, Consistent LSU Definition
evaluate LSU segmentation results, a set of complete video

from various genres should be used. ?n this section we define an LSU such that it can be applied

consistently to a large video collection consisting of movies and
TV series.
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sight, this seems a trivial task. In practice, however, the lewgriableg,,,.. should be chosen once for the video collection to
of detail to be used in defining a discontinuity depends on the segmented. Similar to [9], we have foupgd,.. = 3 shots to
content of the movie and hence human interpretation. be a representative value.

Consistently defining the LSU concept requires guidelines for Given the definition and representation of an LSU, the
cases where subjectivity plays a role. Since movies are the regiiacess of detection of LSUs and evaluation of detected LSUs
of an artistic process, sometimes causing confusion on purpd)) be described.
the necessity for human judgment will always remain to some
extent. However, we provide guidelines for four important an@. Assumptions for Use of Visual Similarity
often used editorial teChniqueS, as identified in film literature In this Section' we describe genera| prob'ems and assump-
[5], [19]. The guidelines ensure that most cases of subjectivifyns underlying the broad class of segmentation methods based

are caught. on visual similarity [2], [4], [6]-[16].
The four editorial techniques and related guidelines for con-A problem for LSU segmentation using visual similarity
sistent LSU definition are as follows. is that it seems to conflict with Definition 2, which is based

- Elliptical editing, in which “an action is presented in suct®" the semantic notiQn of common locale and_ time. There is
away that it consumes less time on the screen than it ddi% ©ne-to-one mapping between the semantic concepts and
in the story” [19]. the data-driven visual similarity. In practice, however, most

As viewers perceive the shots as being continuous L>U boundaries coincide with a change of locale, causing a
time, the shots should be considered part of the same Lg:lljn_ange in the visual content of the shots. Furthermore, usually

« Montage the juxtaposition of shots based on a commaiji€ Scenery in which an LSU takes place does not change

significantly, or foreground objects will appear in several shots,

When the shots cannot be perceived as having®®" talking heads in the case of a dialogue. Therefore, visual

common locale or time, the shots should not be consigimilarity provides a proper base for common locale.
ered belonging to the same LSU. There are two complicating factors regarding the use of visual

. Establishing shot‘a beginning shot of a new scene thapimilarity. Firstly, not all shots in an LSU need to be visually
shows an overall view of the new setting” [5. similar. For example, one can have a sudden close-up of a glass

Since often the establishing shot shows the outside gfwine in the middle of a dinner conversation showing talking
the building where a LSU takes place, the “common |J1eads. This problem is addressed by dherlapping linksap-

cale” part of the LSU definition is interpreted broadly.proaCh [2] which assigns visually dissimilar shots to an LSU

Thus, an establishing shot should be part of the LSU shased on temporal constraints. Secondly, at a later point in the
which it determines the setting. video, time and locale from one LSU can be repeated in another,

Parallel cutting the alternation of shots at different localed10t immediate succeeding LSU.

to create the impression that several events take place af "€ Wo complicating factors apply to the entire field of LSU

the same time [5]. segmentation based on visual similarity. Consequently, an LSU

The definition of an LSU as given in the introduction does n stegmentation method using visual similarity depends on the fol-

accommodate parallel cutting. We let the part of the definition"" 9 threg ass.umpt|o_ns. . o
. . : . Assumption 1:The visual content in an LSU is dissimilar
that an LSU is a series of shots prevail. Hence, events showr}rm

arallel cutting should be considered as one LSU om the visual content in a succeeding LSU.
P . g . ) .. Assumption 2:Within an LSU, shots with similar visual con-
Determining when a sequence of shots is parallel Cutting. St are repeated
a subjective task in itself. Therefore, we define parallel cutting Assumption 3.|'f two shotso, ando, are visually similar
: - v

more exact. When a discontinuity is a small interruption, -€nd assigned to the same LSU, then all shots betweeand

the story later continues in the same locale and time, this is at- e part of this LSU.

tributed to parallel cutting. To this end, we introduce a maximat”For parts of a video where the assumptions are not met, seg-
gapgmax between discontinuities. Parallel cutting is continuit¥nentation results will be unpredictable. ’

in time or locale between two shots that are not immediately

succeeding one another, but that are no farther apart than (t_'l,ﬁ.'eUnifying Framework for Existing Methods

maximal gapgmax- ) ) . . .
Let us formalize the concept of LSU boundary, accommo- Given the assumptions, LSU segmentation methods using vi-

dating the problem of parallel cutting. The series of shots inS4/@l similarity can be characterized by two important compo-

video is denoted by, . A shotinV, is represented by, , where nents, viz. the shot distance measurement and the comparison
x is the shotindex number. The continuity operatat, , ) re- method. The former determines the (dis)similarity mentioned in

turnstrueif o, ande, share time and locale and ando, are Assumptions 1 and 2. The latter component determines which
both part ofV,, and returndalseotherwise. shots are compared in finding LSU boundaries. Both compo-

Definition 2: o, is an LSU boundary, if nents are described in more detail.

Shot Distance Measurement-he shot distancé represents
the dissimilarity between two shots and is measured by com-
bining (typically multiplying) measurements for thiesual dis-

Ny <z <z) tances” and thetemporal distancé’. The two distances will
ANz=1y—1<gmax)} now be explained in detail.

c(0p—1,0,) =TalseA{V, .: c¢(oy,0.)=false
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TABLE | 7t allows for more shot comparisons resulting in less overseg-
CLASSIFICATION OF LSU SEGMENTATION METHODS mentation. The disadvantage of a binary function is that more
Comparison Temporal distance function shot comparisons also increase the number of shot pairs that are
method | binary continuous determined visually similar, resulting in undersegmentation, es-
sequential overlapping links | continuous video pecially in combination with Assumption 3. Making’ more
21, 171, 18], 191, [10] Ef;“ﬁg‘f (11, strict will not solve this problem. It results in oversegmentation
clustering time  constrained tim(: adaptive since Assumption 2 is then eaSily violated. A continuous func-
clustering [4], [14], | grouping [6], [11], tion does not suffer as much from the threshold setting dilemma,
[15] [16] since shots with a higher temporal distance have to compensate

with a lower visual distance.

. : . The comparison method has a similar effect since it in-
Visual distance measurement consists of dissimilarity fung; ances time windowr* as well Sequential comparison is

tion 67 for a visual featuref measuring the distance betweerygsitive to violation of Assumption 2 because it makes only
two shots. Usually a threshotd is used to determine whether,

‘ hot | of? and ¥ h o be ch hshot—wise comparisons:! and 7¥ have to be fine-tuned for
WO ShoLS are close or nat, andr; have 1o be Chosen SUCNq 50k video in order to achieve good results. Cluster comparison

that the distance between shots inan LSU is small (As,sumptigur1[.ferS less from the parameter setting problem, since shots

2), while the distance between shots in different LSUs is Iar%(?e compared group-wise. This allows for a larger value'of
(Assumption 1). o because similarity of one pair of shots alone will not result in
Segmentation methods in literature do not depend on specifigey, | SU boundary. Furthermore, it allows for a more strict

features or dissimilarity functions, i.e., the features and dissify;| e of 7v. Similarity is measured in a group of shots and
ilarity functions are interchangeable amongst methods. therefore less sensitive to outliers.

Temporal distance measurement consists of temporal
distance functionst. As observed before, shots from not im-
mediate succeeding LSUs can have similar content. Therefore,
it is necessary to define a time windaw, determining what  |n this section, we present evaluation methods for features
shots in a video are available for comparison. The value fand segmentation methods. Evaluation is done from a video li-
7", expressed in shots or frames, has to be chosen such thgtdfian point of view, reflecting the practical and economical
resembles the length of an LSU. In practice, the value has todxort required to correct errors.
estimated since LSUs vary in length.

Functioné® is either binary or continuous. A binad/ re- A Feature Evaluation

sults in 1 if two shots are less thah shots or frames apart and ) )
oo otherwise [4]. A continuoug’ reflects the distance between Humans and automated segmentation methods have different

two shots more precisely. In [6§¢ ranges from 0 to 1. As a ways to find LSU boundaries based on discontinuities in time

consequence, the further two shots are apart in time, the clo@gf! locale. Humans try to relate changes in time and locale to
the visual distance has to be to assigned them to the same L 8i§continuities in meaning [3]. Automated methods depend on

Time windowr is still used to mark the point after which shot</iSu@l dissimilarity in the video content, as expressed in As-
are considered dissimilar. Shot distance is then sst tegard- SUMPtions 1 and 2. The semantic gap between human defined
less of the visual distance. LSUs and so-called “computable scenes” [12] makes it impos-

The comparison methois the second important componen?ible for automated segmentation methods to achieve fully cor-
of LSU segmentation methods. $equential iterationthe dis- rect segmentation based on visual features only. In this section,

tance between a shot and other shots is measured pair-wisdV§Presenttwo criteria to measure to what degree automatic seg-
clustering shots are compared group-wise. Note that in the S8€ntation can approach human defined LSUs using a visual fea-

guential approach still many comparisons can be made, but e , . )
ways of one pair of shots at the time. Measurement of the potential of a visual feature in seg-

Methods from literature can now be classified according f§€nting a video into LSUs requires to measure the extent to
the framework. The visual distance function is not discriminghich the Assumptions 1 and 2 hold. Measurements have to be
tory, since it is interchangeable amongst methods. Therefoi@ken in the context of Assumption 3 which allows shots to be
the two discriminating dimensions for classification of method@SSigned to LSUs regardiess of the values for the visual feature.
are temporal distance function and comparison method. Theirl© allow for a formal description of the two measurement

names in literature and references to methods are givenClfferia, we first defind’y andV). Similar to shot segmentation

the desired segmentation result. The series of computable LSUs

are denoted by, . For later use, we introduce the first shot and

last shot operator§'S and LS [4], returning the index of the
As any binary function can be expressed as the limit casesifot.

some continuous function, methods using binary temporal dis-Coverage® measures to what extent Assumption 2 is met in

tance can be considered special cases of the methods using ttenground truth, i.e., what part of the ground truth L§¢ould

tinuous temporal distance. The binary function is more sensititreeoretically be found given the feature and visual threshold

to the choice of* than a continuous function. A larger value forr. To be precise( is the fraction of shots in\; that can be

I1l. EVALUATION

D. Discussion
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c, |o,| o, o, |o,| o; |o shot ground truth L while 13 # V3
I 0 I ! 2“ 3 | 4] 7S | (’—l 9 2. Let X; be the first uncorrected LSU in Vy
3. if
[ A | LSU ground truth i elops(sy Tusein) = false
t 4 Divide A; into ¢ and A}, by searching o,
| }\'O '7\‘1 )\‘2 | LSU generated where z = FS(Aip1) = LS(\) +1 5
——— — 5. Update V), replacing A; with A; and Aj,
g pping 6. else if c(o, 55, O ps(x,,y)) = true
Gzl O, l04 covering shots 7. Search A, that contains LS()\t)
8. Divide ;.. /\ into \; and /\Z, where /\’ =
b) | o, IO', o, GLIG‘J o;| O |G7I Oy | shot ground truth ILS(A)+1 -~ TL5(3,) 3
9. Merge FS(/\t) LS(/\ ) € Ay into A,
I Ay M 7\'t+1 LSU ground truth Xy = FS(A)...LS(X,)
10. Update similar to step 5
| Xo 7»1 | 7‘2 LSU generated
Fig. 2. User model procedure.
o, o, |0-7l o, | overflowing shots

B. Evaluation Method
Fig. 1. Visualization of (a) coveragé and (b) overflowQ for ground truth
LSU .. The gray shaded areas contribute to the value measured. An evaluation criterion for the quality of an automatic LSU
segmentation result should reflect the perception of users. In
merged into a newly generated LSU [see Fig. 1(a)]. In the the case of LSUs, users have doubts about the exact start and
best cas€ = 1,i.e, A\ = Xo. Otherwise, there are severalend of an LSU, see for example the problem with establishing
LSUs Xo . .. A, in which case the longest; is taken to mea- shots mentioned in Section II-A. An LSU evaluation criterion
sureC. should therefore not measuifea boundary is incorrect but it

v should measuréow incorrect the boundary is. Although it is
max,=o..n #(A;)

C(\) = (1) impossible to completely solve the problem of biased ground
#(Ar) truths, such criterion will at least cope with the uncertainty in

where the# operator counts the amount of shots a representgdths rather than ignore it.
tion of V or an LSU contains. Similar to the video string edit distance proposed in [20] to

Overflow © measures to what extent Assumption 1 is mefeasure similarity between video sequences, we propose to
It quantifies the overlap of a givek, with its two surrounding Measure the cost of transforming resiiitto the ground truth
LSUs (\;—; and \,41). O is the fraction of shots in the sur- V. This is done by counting the number of shot comparisons
rounding LSUs that would be merged withinto a newly gen- for continuity operatore(o.,0,) necessary to correct LSU
erated LSUA [see Fig. 1(b)]. In the best casbg = )\ hence boundaries, as this is proportional to the practical effort to
O = 0. In the worst case, all three LSUs are merged into Orh'@ delivered by video librarians. To that end we introduce a

o andO = 1. simplified user model based on two assumptions:
n ¥ . v  the user has a constavi{ in mind;
,§0 #(A; \ Ar) - min(L, #(2; N A)) « the user is able to carry out continuity operataronsis-

O(\) =2 N - i
(At) 0w ) T 0w (2) tently, correctly and immediately.

h d val b qi | ‘ The procedure the user follows to convegtinto V3, is mod-
The measured values can be aggregated into values forgy 55 Fig. 2. Basically, the user iterates over the found LSUs

entire video or collection of videos as follows: X\ € V4 and corrects them one at the time. In the end, each

#(Va)-1 A\ M\ = \; and hencé’y, = Vj.
cvy= > ¢ #(A) 3
V)= (Ae) - Vo) 3 In the model, the user makes a number of assessments. He
2 #(V) s 2 ;
assesses whether the boundarie®jrare correct (lines 3 and
O(V) is defined in a similar way. 6). Note that this type of assessment is made even in the case

There are three important applications for the measurememkperfect segmentatiovi, = V. Then, if necessary, he makes
First of all, they are useful to compare the performance of indissessments to find the true boundaries fianin V, (lines 4
vidual features. Second, the measurements show to what exterd 7). The amount of assessments to find the true boundaries
segmentation of a video sequence is theoretically possible, idepends on the search strategy of the user. A trivial strategy is
under ideal circumstances. The ideal feature/threshold combilinear search, where the user simply iterates back or forward
nation hat = 1 andO = 0. The difference between the ac-shot by shot. This is not realistic for an expert user, such as a
tual measurements and the ideal is the inherent complexityvadeo librarian. We use a more advanced version of the linear
the segmentation problem given the visual feature. Third, whetrategy. It is modeled as follows. The user first takes big steps
coverage and overflow are plotted against one another, an fggward or backward. We use steps of ten shots, corresponding
propriate threshold can be selected depending on the user’s pi@half the length of an average LSU. When the user realizes he
erences for amount of overflow (undersegmentation) and cdwas gone too far, he switches to small steps, we use steps of one
erage (oversegmentation). shot, and iterates in the opposite direction.
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Based on the user model, it is possible to define evaluation
criteria that can be measured consistently for different automatic
segmentation methods.

TABLE 1l

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 4, NO. 4, DECEMBER 2002

OVERVIEW OF VIDEO COLLECTIONS | AND Il

Name video length #shots | #LSUs
(minutes)
C. Evaluation Criteria Collection T
. . A View To A Kill | 125 2171 683
The quality of segmentation results can be measqred by ap- Raim Man 108 1166 30
plying the user model. Letly be the total number of times an Witness 108 1049 63
assessmentwas necessary to perform the transformation from Life Of Brian 90 383 37
automatic segmentatioti, to ground truthVy. Ay expresses gﬂwﬁy gowefs ;}1 gg igg 5136
H awlty lowers 2Z- DL
the amou_nt of labor invested by a user. _ . Seinfeld 29 55 =76 5
The gaing can now be computed for using an automatic seg- Seinfold 8-20 P 310 5
mentation method compared to the situation in which a video Simpsons 11-18 22 352 26
librarian has to segment a video fully manually. L4t be A, Friends 4-17 21 363 16
measured for the hypothetical worst case segmentation where ~ Friends 4-18 2 328 14
V/ consists of one LSU covering the entire movie. Then, gain Collection 1T
Vi cor g ' , Gladiator 143 337 o1
is defined as follows: Forrest Gump 136 1430 154
Al — Ay Conspiracy Theory | 127 1974 62
G(V) = ‘T -100% 4) Under Siege 11 9% 3561 | 132
\4 Airplane! 84 952 112
In a similar way,G can be computed for a collection of videos Friends 4-19 21 406 13
Overall I+1T [ 1208 [ 18217 926

by summing all individual measurements fé{- and A7,.
G is a powerful criterion. It allows comparison of methods

based on one single value and gives a direct measure of egen trivial, since an LSU boundary could be detected for a shot

nomic impact. boundary inV, that is not present ift’,. To make comparison

of the results possible, we adjusgt such that the following re-

quirementis fulfilled: each boundary in automatic LSU segmen-

tationVy corresponds to the closest ground truth shot boundary

In this section, we evaluate the necessity of the requireméntVs

made in most LSU segmentation methods that ground truth shofsiven the requirements for LSU boundary correspondence,

boundaries are known. Automatic shot boundary segmentatit impact of errors in shot segmentation on LSU segmentation

does not reach 100% correctness [1]. Results should be eitt@n be evaluated.

adjusted manually before performing LSU segmentation, or the

errors in the results should be known not to affect the LSU seg-

mentation significantly. To veri_fy this, we have manually COrp. Setup

rected results from an automatic adaptive color histogram based . i

shot segmentation method. Results show 37% false positivedVe Use the following implementations for the 4 types of seg-

and 10% false negatives on average. The results are compardigtation methods: [2] for overlapping links, [11] (Sections Il
IV) for continuous video coherence, [4] for time constrained

with the results described in [1] and can be considered stat g _ ) ;
the art. For more details see [21]. Even in the best case, figStering, and [6] for time adaptive grouping. These methods

adjustments are very labor-intensive. Therefore, the option £ most often refer_red to in literature, and can be seen as first
manual correction is not viable, unless perfect shot segmerfid@Pters of the particular type. The parameter values suggested

tion is required for other applications as well. Hence, evaluatidh the references were used.

of the effects of incorrect shot segmentation results on LSU seg Ve defined LSU ground truthsfor 17 popular movies and
mentation is necessary. series, in total 20 hours and 926 scenes. The video collec-

To avoid confusion. we first introduce notation for théion is split into Collections | and Il of ten hours each. For Col-
different types of segmentation results involved. The groungction I, shot boundaries were manually corrected from auto-
truth segmentation8, for LSUs andV,, for shots have been matic results. Collection | is used to evaluate the impact of shot

(o . . .

described before. The results of automatic LSU segmentatigfgmentation on LSU segmentation. For Collection Il, only au-
based onV, are represented by,. Let the results of auto- tomatic shot segmentation results are available. Characteristics
matic shot segmentation bié, The results of autome}tic LSU of the videos are given in Table II.

segmentation based on automatic shot segmentafjomre
then denoted by’\. The question is whethdr, is sufficiently ) ) )
similar to ¥, or more general whether the distances from LSU segmentation depends on computation of visual shot
magnitude. If so, the complete process from raw video datalfBPlementation details differ, there is consensus in literature on
LSU segmentation can be automated. the use of color histograms. In the context of this paper we focus

For determining the distance betweeR and V it is Ne€C- 174015 and ground truths are available via http://www.science.uva.nl/~ven-
essary that the underlying shot boundaries correspond. Thigrig/evaluation/

D. LSU Segmentation on Incorrect Shot Boundary
Segmentation

IV. EXPERIMENTS

B. Features
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Fig. 3. Coverag€ and overflow® plotted for two features, measured for 40 thresheltlsmedian values for ten hours of video.

on evaluating segmentation methods rather than evaluating with similar visual content if those shots are too far away tem-
quality of features. Therefore, we restrict to evaluation of theorally. False positives (oversegmentation), on the other hand,
Hue—Saturation—Intensity color space. We use two-dimensiocalise performance to increase, particularly in the case of over-
Hue—Saturation histograms [9], [6] for the chromatic part of tHapping links. Oversegmented shots usually have similar visual
color space, and Intensity histograms for the achromatic partintent. Hence they both are assigned to the same LSU. They
The similarity function used is the intersection distance betwedn not influence performance negatively. In addition, overseg-

histograms [22]. mentation results in a more precise comparison of shot content,
comparable to the shot-lets introduced in [12]. Then the LSU
C. Results segmentation is more precise as well.

The coverageZ and overflow© are plotted against one In Table IlI, the results for Collection Il are given as well.
another for various thresholds in Fig. 3. Apart from outlieAgain, the results indicate that there is no necessity for the as-
video “Fawlty Towers,” for all videos a similar trend is visible sumption of a perfect shot boundary segmentation for successful
“Fawlty Towers” is atypical in the sense that LSUs are longSU boundary segmentation.
and take place in several settings, while the same settings occur
in most LSUs. Since the vast majority of videos exhibit similar
results, in Fig. 3 the median values for the video collection are
presented for each threshold. The Hue—Saturation histogramlhSU segmentation methods are characterized by two dimen-
feature results in the same coverage as the Intensity histogisioms, viz., temporal distance and shot comparison, resulting in
feature, but for significantly lower overflow. Therefore, thdour classes. We have defined evaluation criteria for features and
Hue—Saturation histogram feature is used for further LS&kgmentation results of the four classes from the perspective of
segmentation experiments. video librarians. For visual features, the evaluation criteria help

Table 11l shows the outcome of the evaluation of the segmeusers in finding thresholds suited for the segmentation process.
tation results against the ground truth for Collections | and [They also yield insight in the inherent complexity of the seg-
A detailed example of the various results for a small movie segentation problem. For evaluation of automatic segmentation
ment is given in Fig. 4. Collection I's overall results in Table Ilresults, a method is introduced measuring the effort a video li-
show that the performance of methods does not decrease lirarian should make to convert found segmentation results into
cause of incorrect shot segmentation. Overlapping links, andat@round truth segmentation.

a lesser extent time constrained clustering, is affected by falseésiven the inherent complexity of segmentation by visual sim-
negatives (undersegmentation)¥i. Shot undersegmentationilarity, results are quite good for all methods. Using the gain
makes it harder to use visual similarity for shot comparison, asterion instead of the traditional counting of under segmenta-
the shot's visual content is diverse. Methods using a binary tirtien and over segmentation errors, gives more insight in the eco-
window, viz., overlapping links and time constrained clusteringomic impact of the errors. Detailed experimental results [21]
are affected by worse performance of the visual similarity funshow that time constrained clustering causes the lowest amount
tion especially. The error cannot be compensated by other shaitsegmentation errors in total. However, correcting those errors

V. CONCLUSIONS
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TABLE Il
GAIN G FOR FOUR LSU SEGMENTATION METHODS PERFORMED ONCOLLECTIONS | AND Il, BASED ON GROUND TRUTH SHOT SEGMENTATION V,, AND
AUTOMATIC SHOT SEGMENTATION V. FOR EACH VIDEO, THE GAINS OF THE BEST PERFORMING METHOD IS SHADED

Segmentation on V,, Segmentation on V,,
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5 © 3 g 2 g5 g S 3 @ 2 g5
=t Lo g o E 0 = ) £ 80 =0
5 g8 = ] 5} g P =
> = = S} > .= = =]
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Name video
Collection I
A View To A Kill 46% | 49% | 5% | 67% || 87% | 39% | 79% | 68%

Rain Man 89% | 45% | 68% | 62% 1% | 58% | 78% | 67%
Witness 53% | 65% | 80% | 69% || 87% | 6% | 83% | 84%
Life Of Brian 91% | 55% | 64% | 62% 9% | 51% | 86% | 79%

Fawlty Towers 1-1 5% | 1% | 5% | 88% || T1% | 6% | 88% | 85%
Fawlty Towers 2-4 89% | 47% | 8% 62% || 85% | 58% | 10% | 63%

Seinfeld 2-9 93% | 67% | 69% | 72% 80% | 64% | 61% | 72%
Seinfeld 8-20 32% | 59% | 61% | 75% 6% | 60% | 68% | 67%
Simpsons 11-18 16% | 56% | 75% | 78% || 67% | 53% | 83% | 85%
Friends 4-17 35% | 42% | 85% | 0% || 31% | 19% | 81% | 64%
Friends 4-18 26% | 54% | 69% | 79% | 79% | 26% | 70% | 91%
Qverall 1 61% | 54% | 69% | 68% 8% | 52% | 5% | 74%
Collection II
Gladiator - - - - 61% | 36% | 65% | 71%
Forrest Gump - - - - 95% | 47% | 55% | 44%
Conspiracy Theory - - - - 58% | 46% | 5% | 68%
Under Siege II - - - - 93% | 17% | 64% | 59%
Airplane! - - - - 69% | 29% | 40% | 44%
Friends 4-19 - - - - 37% | 44% | 49% | 58%
Overall IT - - - - | 73% | 34% | 62% | 61%
' — T — —— - —— ground truth
i TN 1T — I I I overlapping links

I

I

I e et e e ——— s T —r—r—rru continuous video coherence
T r— T T —r——— time constrained clustering
— w —r T T time adaptive grouping

Fig. 4. Example of ground truth and segmentation results for the first 20 minutes of “A View to a Kill” in time lines. Each vertical line represents an LSU
boundary.
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