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Abstract

Water supply industries nowadays lack a global \deer of

the status of the production and the water didtiobu
system. Distinct functionalities required in thislustry, e.g.
optimization, water quality, etc. are supported by
independent, heterogeneous, and autonomous subsyste
Each subsystem performs its specific activity, thair co-
working and complex information exchange needs ¢o b
properly supported. Typically, there is none ortldit
coordinated control in order to assure a continuswsply,
meet the quality standards, save energy, optimigelipe
sizes and reduce wastes. The development of tiRRHES
project WATERNET® (Knowledge Capture for Advanced
Supervision of Water Distribution Network) involveke
development of its different subsystems and thegnation

of these subsystems into a coherent environmenihich
they can easily access and exchange the inform#tiem
need. From the information management point of yiew
order to support the requirements of advanced water
production environment, there is a need to devalsprong
interoperable information management system toatipipe
cooperative heterogeneous subsystems with thehaexe
and handling of large amount of data. The PEERré&dd
information management system developed at thedusity

of Amsterdam is used for the development of therDisted
Information Management System (DIMS) layer for gver
subsystem in the WATERNET environment.

This paper first briefly describes the WATERNET
infrastructure and its main components and themesdds
the architecture and mechanisms developed for the
information  integration in  WATERNET  system.
Furthermore, the paper describes how the integratio
architecture supports the required openness, fligyjband
future expansion requirements for the water managéem
systems. The design of the innovative integration
architecture, described in the paper, is genedkzr®ugh to
be applied to other complex application environregtitat
involve the interoperability among heterogeneousd an
autonomous subsystems.
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1. Introduction

Water industries today require the cooperation of
heterogeneous subsystems (also called units irp#ger).
Each subsystem, e.g. optimization, water quality,
simulation, supervision, etc. performs a distinghdtion
and their co-working and information exchange afe o
complicated nature. In principle, a number of atiég may

be assumed by every subsystem. Clearly, the numiber
units and the complexity of every system dependhan
size and functionalities of the water industry. Horope,
water industries constitute a wide range, for exangs
small as a company where all modules run on a eingl
system that is located in the control room of itadh
qguarter, or as large as a water company with many
geographically distributed control, processing, and
distribution sites.

Independent of the size, water companies tokdai a
global overview of the status of production and of the water
distribution network. Control of such systems, e
carried out locally, based on the operators’ exregs.
Typically, there is none or little coordinated awohtthat is
needed to assure a continuous supply, meet thetyqual
standards, save energy, optimize pipeline sizesreddce
wastes [3].

The main focus of the WATERNET project is two-fo(d)

the development of several subsystems performimg th
necessary functionalites (i.e. the supervision,e th
simulation, the machine learning, the models manabe
optimization, the remote unit, and the water gugliand

(2) the integration of these subsystems into a restie
environment, in which the subsystems can easilyessc
and exchange the information they need from thesroth
subsystems, in order to function properly. The
integration/interoperation  architecture  designed r fo
WATERNET, involves the development of Distributed
Information Management system (DIMS) for every
subsystem, that provides all mechanisms necessasy€h
interactions among the subsystems. Consideringfabe
that the DIMS plays the role of the interlocutotidigrator
among all other subsystems, its implementation must
reflect the inter-operation requirements specific the
design of WATERNET system and its subsystems.

Here, the two main requirements to be considerésb (a
described below) involve:



1)The need for provision of the information produdsd
every subsystem, for access by any other subsystem.
2)The general requirements of “openness and flegbito
support the WATERNET system life cycle.
Subsystems in cooperative environment are indeménde
and autonomous modules developed by different idadal
partners within the community. The best approach to
support point (1) above, while preserving subsystem
autonomy, is the federated database approach. EERP
federated database system is used for the integrati
subsystems’ information through their DIMSs, and
properly supports this point. The federated schema
management of PEER [11] employs a common means for
information representation; namely, a common object
oriented schema representation that acts as thdiéme’
representation of all existing information withirhet
subsystems.
In order to support point (2) of openness abovedwar, in
addition to the federated information managemeethave
chosen an integration mechanism and approach,
develops “Adapters” for every subsystem. The printate
of Data Adapters is to provide specific interfades the
input/output data used by every subsystem program/fo
the information representation in the common mediat
schema in its DIMS. This mechanism in turn supptires
openness of the system as an environment to which
different functionalities can be simply added omowed,
as required by any cooperative environment, in rotde
adjust to its specific needs.
The remainder of this document is organized asvioll
Section 2 addresses the description and analysitheof
water management system as well as the designeof th
federated architecture for the water supply netwakk
general and open implementation framework for the
distributed WATERNET system is described in sect®on
This framework includes a brief description of tAREER
distributed/federated system developed at the Wsityeof
Amsterdam. Section 4 describes the main integration
architecture of WATERNET supported by the PEER
federated system, in which the information sha&ngd data
exchange is supported through the integrated schéma
section 5 an extensible integration approach suimgor
systems flexibility and application modularity thigh the
use of the adapter component is presented. Seétion
enumerates the major characteristics and beneffitheo
extended federated integration/interoperation aggrdor
the WATERNET system. Finally, section 7 concludes t

paper.

that

2. Water Network Management

In water supply and distribution network, typicalthie
information about the water characteristics andvoek
devices, is gathered in remote units and procesged
different stages of network simulation, network dabr
learning, strategy optimization, and water quadityecking.
Furthermore, the proper planing and strategieswfater

management and processing untreated water arevadhie
under the supervision of the system supervisor.
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Figure 1: Water Management Environment

As depicted on figure 1, existing systems for aantmd
monitoring of water production and distribution are
heterogeneous and of different levels of automatiod
reliability. In such a cooperative environment, fhr@per
functionality of all subsystems involved in the et
control system depends on tlkkaring and exchange of
data with other subsystems. Typically, direct catioa
between these subsystems is none existent or exists
as point-to-point, where the exchanged informatfon
example consists of documents, phone calls, aruiretec
mails. Some earlier publications address the pnobté
developing an infrastructure and/or mechanismsippart
the systematic sharing and exchange of informd8gh5],
but the suggested solutions still lack a coherent
environment to provide a global overview of thetustaof
water production and the water distribution, aregnation
strategy for the considered subsystems and thévitass,
and support for the "openness and flexibility" regonents
[10].

Following are the different kinds of subsystemst taee
considered necessary for the development of
WATERNET system [2]:

1- Remote Unit subsystem:remote unitrepresents the
concept of a site where the information is gathered
from a set of sensors and control devices, and some
local control is executed. Every remote unit keeps
track of the local information of the site (baslgal
device information, status readings, alarm eveansl,
commands) and is able to handle some local events b
itself

Supervisory  subsystem: supervisory element
performs some central supervision and control ef th
water supply and distribution system. In some cases
there could be only one supervisory subsystem én th
network, but then some level of fault-tolerancedsee
to be implemented. However, it is also possibleawe
multiple supervisory systems distributed along the
network. Usually, under the normal conditions, only

the



the supervisory system makes the final control

decisions in the system to modify the behavior of a

Remote Unit. In this case, the other units (e.g. 4-

simulation, optimization, etc. described below) can

only *“suggest’ certain actions to the supervisory
system, but the latter will make the final decisairthe

end. The functionalities of the supervisory system

include:

a) Planning: planning is a daily process that allows a
supervisor at the control head quarter to recognize
failures in the system, to identify the non-optietz
operations and resource wastes, and to take the
proper recovery and maintenance actions. In order
to achieve a good water supply, two sets of results
from subsystems described below can be used: the
water demand forecast generated by the Machine
Learning subsystem and the optimized strategy
proposed by the optimization subsystem.

b) Controlling: controlling is the main regulatory task
of the water management network, it focuses on 5-
three operations: choosing a plan and making it the
practical strategy for remote units, manipulating t
devices, and adjustment of set points.

¢) Monitoring : monitoring is an important process in
water distribution network since it watches at the
system by reading values of all devices and checks
if everything runs properly (parameters should be 6-
within the defined range limits, default values, as
well as rules checking for pressure, level, flow,
etc.). The monitoring system can monitor all
remote units for the company regarding their actual
running status and collected information, periodic
readings of network devices, alarms, and the sensor
values about the pressure, flow, and quality for al
remote units. The monitoring interface supports the
browsing of Network Current Status, Historical
Data, and Graphic Display of the device 7-
information and statistical analysis.

d) Alarms Handling: once an alarm is detected it will
be presented to the system supervisor at the ¢ontro
room, the supervisor shall then make an expert
decision on how to react properly to the alarm. In
this case the knowledge/rules extracted by the
Machine Learning subsystem (described below)
can be used in order to help the supervisor totreac
properly, taking the suggested rules into
consideration [7].

Simulation subsystem:simulation assists the operator

if he/she decides to look forward in time (e.g. ddiew

produced by this subsystem and presented to the

supervisory system

Machine Learning subsystem:that complements the

work of the supervisory subsystem by other

functionalities [6]. Two activities are supportey the
machine learning subsystem.

a) The knowledge extractor process that uses the
network model information and the historical data
for knowledge and rules extraction in order to be
used by the supervision system for an advanced
monitoring of the system.

b) The water demand forecasting process for which
the necessity resides in the idea of getting an
overview on how operations are foreseen in future
(e.g. tomorrow), so the system supervisor can have
some knowledge about the problems expected, the
possibility of changing the water supply because of
maintenance, the optimal plan in terms of energy
costs, and so on.

Optimization subsystem optimization in the water

networks refers to the computation of set pointstie

elements controlling water transfer in the netwsukh

as the pumps or valves related to cost, quality, ®ie

computation is based on the forecast of future deima

over the time horizon using a simplified model loé t

water network’s dynamic behavior.

Water Quality subsystem quality in the water

management comprises a large set of parameters,

however the most important are related to the tyuali

of supply (pressure, flow, continuity, etc.) and

biological characteristics. The quality monitoring
process gets actual values of the sensors fortguali
measurement from the supervision system and then it
generates a list of possible abnormal situations fo
which a set of alarms will be generated and preskent
to the supervisor at the control room.

Other External Subsystems: some external

subsystems may run outside the water management

system, while they are needed to be contactedderor

to provide information/services necessary for water

distribution. For instance, the geographic inforiorat

systems and/or the water network maintenance sgstem
that can be contacted by the supervisory subsystem
others, when their information/services are realire

2.1. Water Network Analysis

As described above,
management

subsystems involved in water
systems, are  heterogeneous  and

hours) to spot potential problems that can devéiop
the network is not monitored aggressively. Finding
such problems can be supported through the udeeof t
most up-to-date consumption forecasts for the netwo
In this case, the simulation process looks at w¥ikt
happen during the next hours, with the goal to Hpet
eventual problems before they actually develop and
occur, a set of simulated network results will be

geographically distributed. Through the analysis tioé

existing water supply and management networks &,

have identified and classified the heterogeneoud an
distributed water management subsystems into four
categories of units, namelycontrol unit, remote unit,

auxiliary unit, andexternal unit (figure 2):

*  The Control Unit performs some central supervision
and control of the water supply and distribution
system. Usually, under the normal conditions, the
Aucxiliary Units can only “suggest”" certain actions to



the Control Unit, but the latter will make the fina
decision.
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Figure 2: Logical units for the system architecture

The Remote Unit represents the concept of a site where
the information is gathered from a set of sensod a
control devices.

The Auxiliary Unit is a unit that complements the work
of the Control Unit with other functionalities.
Examples of Auxiliary Units include the machine
learning unit, simulation unit, optimization un#énd
water quality monitoring unit. These units willage
the information from the Remote Units and/or the
Control Units, and give the proper feedback in eoh
certain suggestive actions (commands or parameter
modifications) in order to achieve a better
performance.

The External Unit is a unit that typically functions
outside the water management system, but needs to b
accessed to provide some information and/or sesvice
Examples of external units can include: the gedgcap
information systems that could be provided by some
services provider, the companies that can perform
water network device maintenance, and the certiggs t
can collect users complaints.

2.2. Information Management Approach

Units involved in the water control network (e.g.
supervision, simulation, optimization, machine feag,
and water quality) function properly if and onlytlifey can
access the information produced by other unitsrdfbee,
the sharing and exchange of information among s1bs\s
must be properly supported, while the proper inddpace
and autonomy of the units needs to be also presehrar
instance, the control unit or an external unit are
autonomous units, while the remote unit has onltigda
control over its functionality and takes ordersnfrghe
Control Unit. Similarly, the heterogeneity of infoation
representation in different units and its variegsslfication
needs to be supported. In general, the same piéce o
information is viewed differently by two units, and
different levels of details can be associated wif8,8,9].

In order to support the complex information managetm
requirements in water environments and applicatioves
have designed a comprehensive architecture for the
WATERNET system (figure 3), in which every subsyste

is augmented with a DIMS (Distributed Information

Management System) layer that ensures the accessiin
time (via remote queries) to information storedoaitiher
subsystems. In general, subsystems are indepeiaghent
self-serving, with a large variety of data thatytlyenerate
and store. Therefore, any assumption of centradizat
replication, or unification of data descriptionsdifferent
subsystems (through one global schema) is uniiealist
Therefore, it is preferred to have no centralizédbal
schema or redundant storage of data within thereenti
network.

2.3. Simple Scenario for Subsystems interaction

The WATERNET system operation requires a real
cooperative environment in terms of the integradod the
exchange of information between different subsysteim
order to give the reader an overview on how corapdid is

the interaction between the WATERNET subsystems for
data sharing and some resultdidation, a simple scenario
for the process involved in developing an optimized
strategy is presented in this section.
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Figure 3: The water network architecture in terms d units

The cooperative work required to develop an opttiz
strategy can be considered &a part of the bigger
cooperative environment required every day", to identify
many operations to be carried out the next day. The
cooperative process needed for the simple scenario
involves the optimization, machine learning, sintiola,
water quality, and the supervision subsystems.

Steps involved in the scenario:

First, in order to generate management plan for the
next day operation of the network, the optimizatiahs

the supervision for the network devices information
asks the machine learning for the forecasting tesul
and asks the models manager for the operative model
The management plan generated by the optimization
subsystem, primarily consists of a sequence of
commands to be performed at specific times on the
network, e.g. opening a valve at 2 AM, stoppingienp

at 5 PM, and so on.

Second the simulation and the water quality
subsystems are invoked by the optimization. These t
subsystems must access geeerated plan information



from the optimization subsystem, perform some
processing and give their feedback about the
consequences of tlgenerated plan on the ability of the
system to support the proposed plan and/or how this
plan affects the quality of the water.

- Third, the optimization subsystem needs to access both
the simulation and the water quality subsystems, in
order to check their evaluation results of its iearl
generated plan and in order to decide either to
recommend the plan to the supervision as an optitniz
plan or to reject it. If the plan is rejected, tiwhole
process described above needs to be restartegdtode
and test a new plan. Otherwise, the plan will be

approved as an optimized plan and presented to the

supervisor for acceptance. If accepted by the sigmer
the plan will be loaded at the remote units bydytem
supervisor at the control room; otherwise it wik b
canceled and re-planing starts again.

3. The WATERNET System Implementation

The architecture designed for the WATERNET system i
comprehensive enough to support different possible
implementation strategies adopted in water companie
Namely, it can support a wide range of companies. F
instance, it can support on one hand the case whall
water company where all modules of the WATERNET
system run on a single system in the control roortha
head quarter, and the remote units only send tiodliected
data to this head quarter. At the same time, itstgport a
medium to large size water company with many
geographically distributed control sites, even iffedent
modules of the WATERNET system, for instance, the
forecasting, machine learning, and water quality
management each run on different sites and areecteuh
only through the communication network. The PEER
federated database system [11], developed at thetdity

of Amsterdam in C under Unix operating system sisdias
the base for the implementation of the information
management in the WATERNET project and supports the
communication and interoperabilty among these
subsystems. However, the PEER system was extewnded t
better adjust to both to the specificities of thatev
management environment and the specific development
strategies of different subsystems in WATERNET.

Some extensions enhanced the portability of the FPEE
federated system. For example, the developmentvof t
interfaces: theon-line PC interface and theprogramming
languages interface for PEER. Considering the facts that
PEER is Unix based, while most WATERNET subsystems
are developed and run on PCs, the on-line PC aterf
developed for PEER, allows a user to interact veitty
database within the cooperative community in orter
check, retrieve or update the information for whiwishe
has gained the appropriate access rights. The d&nwging
Languages Interface includes the necessary senofidbns

to allow programmers to develop their own programs,
while interfacing with PEER through several differe

applications programs written in C, C++, Pascallpbie
etc.

In the general architecture (as presented in Figurevery
component of the WATERNET system being a remote
unit, a control unit, an auxiliary unit, or an extal unit,
constitutes a PEER node. In principal, one unit eginer
run on an individual workstation (or PC), or sevaraits

can run on the same system. The PEER system and the

development of the PEER federated layer for DIM&s a
further described in this section.

3.1 The PEER Federated Layer

The PEER system provides an environment for the
cooperation and information exchange among differen
nodes in a network, where every node is composemhef
server process and may consist of several cliatesses.
The federated schema management and the federated q
processing of PEER (Figure 4) support the sharing a
exchange of information among nodes, without tredrfer
data redundancy and/or creation of one global sehem
Therefore, the problems of data consistency, rafile
integrity and update propagation, and the need &or
common glossary of concepts and definitions are
eliminated.
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Figure 4: PEER Federated Layer representation

The federated schema management of PEER orgapizes f
different kinds of schemas for every node (seerégd).
The local data at the node is defined by the scheatiad
LOC. Every node can create other several schenikesl ca
exported schemas (EXP), to represent a part ofodsl
schema (LOC); and only authorized users at remoties
can access data of this node through some EXP sshem
The authorized nodes can import the EXPs of otloeles
that will be called imported schemas (IMP). The amged
schemas (IMPs) are then merged with the LOC tallibié
integrated schema (INT) for the node. Hence, exedge in
the federated community can access both its lauélthe
remote information (from other nodes) through T
schema, as if all the data is local information.tid¢ same
time, the physical and logical distribution of infoation



becomes completely transparent to the users. The fo However, considering the specific characteristitmt t
kinds of schemas for the subsystems are defined) ube define every application domain, this implementatio
SDDL (Schema Definition and Derivation Language) of architecture may not sufficiently support all the
PEER [11]. Several examples of these schemas defiime requirements within the WATERNET environment. In
the WATERNET subsystems are included and desciibed  specific, to support the water management apptioatand
earlier publications [1,2]. the wide variety of subsystems within the confidiora of
different water companies, in our requirement ssialy
) stage we have identified the need #omore “open and
4. Base Integration Approach flexible’ architecture. For instance, from time to time
different subsystems (mostly pre-existing and some
commercial, e.g. new simulation software) may need to be
added to (or removed from) the WATERNET system, in
order to better support the specific needs of the company.
Even as a product, some of the existing subsystems may
need to be disconnected from WATERNET, and/or
replaced by other existing or new commercia products that

An important outcome of the DIMS integration apmmtoés
that any subsystem in WATERNET can develop its
application programsithout the need of knowledge about
the format, structure, and/orlocation of the data produced
somewhere else in another subsystem.

Network
o run in the company. Using the federated architecture and
approach as described above, these alterations within the
subsystems require that subsystem developers have
Federated Que Federated Que

oEEF 4 Processing PEEF <> Processing database language expertise to properly add/remove/replace
f 4 f N the subsystems to the federated architecture. For instance,
OIS OIMS the knowledge of PEER database language commands [2]

v Y is mandatory, to generate the appropriate PEER commands

Subsystem_ | rbgama Subsystem_ | rogam2 to be included within any application program written in a
subsystem in order to develop the interaction between a

Figure 5 the Integration architecture new subsystem and its DIMS. A similar problem arises

when a unit decides to use as input (for its application
programs) some other resources outside the DIMSs that
may be available from external applications or databases.
Similarly, when a subsystem wishes to generate the output
of its application programs in a format that it can be also

sent to other externa applications outside WATERNET.
Hence, there is a need for an open and flexible integration

Figure 5 represents the main integration architecif
WATERNET based on PEER, in which each subsystem
within the WATERNET is augmented with its DIMS (a
PEER federated layer). Within the PEER federated
database environment, the information sharing aath d
exchange is supported through the integrated schema
Using the provided mechanisms, users and applitatio . nitecture Under the influence of this “ openness’
programs in a subsystem can specify the queriesldta requirement, we have extended the integration architecture
retrieval or data insertion through the subsystem’s of the DIMS to aso include the “Adapter” (or data

integrated schemas. The defined queries can befisdec N -
on line by human users, using the on-line PC-iataf or adapters) components, described in section 5.1.

within an application program using the programming
languages-interface. Once a query arrives, basethen
definitions in the integrated schema of the PEE#Rfated l l

layer, the query is decomposed into several subiagpie P— —
Each sub-query is then sent to the proper remote ||| PEEF CProcessing PEEF CBrocessing
subsystem. Finally, the local partial-result foe thuery is Databas Databas A

merged with the remote partial-results, and prosiute DIMS /“/ oms (@
complete result to the query, that will be preseértte the () (b)
end-user and appears just the same as if it wasldthn Cat <> icati QD
completely Iocalgq this r{ode. S O s

Network

Data Data
The approach described above allows a complete Subsystem_ Subsystem_
integration of the data stored in different subsyst in a
transparent way, while preserving access secusiyeis, Figure 6: extended integration architecture

and the execution of concurrent transactions. . . . .
This extensible integration approach supports the system

flexibility and application programs modularity for the

5. Extended Integration Approach WATERNET _subsystems. The extended approach, as
depicted in Figure 6: through (8) preserves the main
As represented in figure 5, an application progwéthin a properties for cooperative working in multi-agent

subsystem can then simply receive its input fromd(a  environment, such as the data-location transparency, access
similarly send its output to) the PEER database/eser security, transactions concurrency, etc. (similar to the



architecture described in section 4), but addifigna
through (b) with theadapters, supports the openness
requirement. Among other features, the adapterpostip
adding/removing new subsystems within the WATERNET

while also supporting their desired specific apgiimn-
program-dependent input/output formats for data.
Considering the above clarification, the DIMS ireggpn
architecture makes the development process of every

system that can be developed independently from the subsystem (as well as adjustment to other envirahme

WATERNET project. Using the adapters, an applicatio
can receive its input either from the remote DIMSrom
external application. Similarly, the generated attgin
addition to storing it in DIMS) if needed can alse stored
locally in a storage facility (or another simpletalzase
system) and made available to external applicatibas
may not even be allowed to access and retrievenrton
stored in different WATERNET DIMSs. Clearly, within

configurations) very convenient, as it proved ftsid
practice during the development phase in the WATERN
project. Namely, every subsystem developed itsiegupin
programs completely independent of the others,ianas
enough to just specify to the DIMS developer thsiree
format for theinput andoutput of those programs and not
being concerned with how this data is produced thers.
For instance, a program in machine learning subsyst

the WATERNET system, the data of a subsystem stored produces as outputa“file" for which the record format

within its DIMS can always be accessed by other
WATERNET subsystems through the DIMS to DIMS
interconnections.

5.1. Data Adapters Supporting Openness

The Adapter framework, as represented in figure 7,
provides flexibility and openness, and facilities o
convenience for the development of application pots.

In other words, the programs can read/write thatadn
the most convenient way to them. For every subsyste
adapters constitute a set of dyme-processor and post-

processor components, where each pair supports the

input/output of one of its application programs.
The adapter framework supports the following:
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represents:ry, r,, r,, r,, r, r;". Meanwhile, for instance, a
program in the simulation subsystem, reads itstirfimm
"a file" with the record format:r,, r, n, r,, r,, d,", while
here the t" need to be imported from the DIMS of the
machine learning subsystem.™ needs to be imported
from optimization subsystem, andl,™ is a computation
result using different imported and local valuesilfe last
stage the imported information and other valuesinede
re-arranged according to the record format requinedhe

simulation application program.

6. Major Characteristics and Benefits of
Federated Integration/Interoperation for
WATERNET

The federated schema management and federated query

processing mechanisms of PEER, in addition to the
adapters framework presented in the sections ghmxede
a flexible, open, and reliable environment for the

development of a strong water management system.

Figure 7: PEER layer — Federated data process usirapapters

a) Provides the storage of thexact output of the
application programs in every subsystem within its
PEER database (DIMS layer). In fact, a module dalle
pre-processor takes the output of every subsystem’s
program in the exact format that it is produceajrf

a set of values, or a record, etc.), reformatsdbeding

to the object definitions in the subsystems LOC
schema and stores it in the DIMS.

Supports every subsystem’s (e.g. supervision'spsgc
to the data stored in other
optimization, machine learning, and others) in the
exact format that is required by every application
program. In fact, a module callegost-processor
provides access to imported data through the DIMS f
every application program but changing its fornat t
the exact format as desired to be read by the nexdjui
application program (e.g. supervisions).

Therefore, there-processor andpost-processor (in Figure

7) together provide the access and from the PEER
database for every application program in everggsiem.
This mechanism in turn supports the modularity and
autonomy of nodes within the cooperative community,

b)

subsystems (e.g.

Following characteristics resulted in this envir@mh
represent the major benefits gained from the apmproa
taken in the project for the design and impleméaof
the DIMS.

1- System openness, so that different modules can be
added to/removed from the WATERNET system, as
needed, in order to support the specifities ofedéht
water companies. This characteristic strongly stigpo
WATERNET as a flexible product, since in order to
install the WATERNET system in a company, some of
its subsystems may need to be disconnected frasn thi
product, and/or replaced by other existing prodtiws
already run in the company.

2- No need for the development of a single global sehe

(being centralized or distributed). As a resulteréh

was no need for the development of a common

glossary of concepts and definitions.

No need for data redundancy/duplication among the

subsystems (no data transmission unless needed). As

result, the problems of data consistency, refeséenti
integrity, and update propagations are eliminated.



Complete transparency of logical/physical distridt
of information among the nodes in the network,h® t
end user.

Retrieved data is always accessed directly from its
origin and as a result it is always up to date.

The WATERNET development environment has
become totally flexible. In fact, all subsystems
continued developing their functionalities and
application programs, while simultaneously the
gradual and dynamic development of the DIMS
adjusted itself to their extensions and modifiaadio

[2]

(3]

. (4]
7. Conclusion

In this paper, a general methodology for the desiyan
open and flexible architecture for the integrathmtween
different WATERNET system units, and the mechanisms
used for implementing the WATERNET framework were
presented. The implementation of the designed tathie

for the WATERNET framework is based on the PEER
federated information management system, since it
properly supports the cooperation and information
exchange among different nodes involved in an liggit
cooperative environment. Within the current
implementation architecture of the DIMS system nealb
company can be properly supported, where all thdutes

run on a single system. At the same time, mediutarge
size companies with many geographically distributed
control sites can also be supported. However, tibetbe
support the "openness and flexible" requirementater
management environments, the implementation
architecture of the DIMS was extended to include th
adapter framework. In addition to the main prapert
provided by the PEER federated layer in the DIMS
implementation, the extensions with adapters p#ovid
among other features: (1) support for the systerparesion
(addition, removal, or replacement of subsyster{®y)the
adjustment to subsystems evolution (new/modified
application programs), (3) the use of external medi
(resources from external application) as the input
information, and (4) the storage of generated duipla
different media, in order to be made available stemal
applications that may not even be allowed to actess
information stored in different DIMSs within the
community. The designed architecture and the
implemented approach described in this paper can be
applied to any other cooperative environment, inctvh
several heterogeneous nodes need to interact aharme
their information.

[5]

(6]

[7]

(8]
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