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ABSTRACT

In previous verk we deeloped a frameork of computational models for the concurrent
execution of functions on different Vels of abstraction.It shows that the traditional
sequential xecution of function is just a possible implementation of an abstract
computational model that allows for the concurrewcation of functions.We wse this
framevork as base for the ddopment of abstract computational models thatvallor

the concurrenty&cution of objects.

Kewords: programming languages, computational mod&kcetion model, machine
model, sequentialxecution, concurreng object-orientation

1. Introduction

To execute a program written in a particular programming language, it is compilecketiat@ble code for

a particular machine. The machine is actually a machine model represenyisigaptinardware, operation
system, etc, or possibly a virtual machinehe compilation is done according to axeaition model
specific for the machine model. Anxeeution model is an implementation of a computational rmodel
which gves the essential rules for performing computatiofifie computational model must at least be
adequate forxoressing the operational semantics of the programming languageveAnew of this all is
given in FHgure 1. For long the machine modelas based on sequentiateeution of instructions.
Programming languages were based on sequemtidution of instructions as well, as were the
computational models and theeeution models.
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Figure 1. Overview of program &ecution related diirs

1. A computational model is also called an abstract machine model, although the terms can be considered different elsewhere.



In previous work [6] we desloped a frameork of computational models for the concurreréaition of
functions. Thisframewvork can be used for the widopment of concurrent computational models that deal
with the problems inherent with concurrgndt also shavs that it should not be decided which parts of a
sequential system can be done concurrghtiyywhat parts of a concurrent system can or should be done
sequentially In this article we set out to do the same for the concursectugon of objects. Models for
object execution male wise of models for functionxecution. Theinvocation of a method for a particular
function is implemented as the sequentiacation of a function.Concurreng of objects is added in the
same way as concurrgnis added to functions. Either this is done using an add-on lipsach as multi-
threading [3], or through extension of the programming languages with constructs for coycurrenc

These extensions, Wwaver, are implemented on top of existing computational axat@tion models using

the same add-on libraries. The problem with adding concyriienthis way is that it is still based on a
computational model for sequentiadeeution of instructions, and compilation is still based on a model for
sequential xecution of instructions.Compilers may generate efficient code that is correct for sequential
execution, but incorrect for concurrerteeution. Thiswas dready shown in [5] (1995) and again later in
[4] (2005) and is caused by communications between threads through shared.merbatty [5] and [4] it

is stated that concurrepmust be addressed at the language specificatiehded in compiler design.

There are of course alsoweprogramming languages (or redesigned existing ones) which support
concurreng that come with computational models ankkeaaition models which soés osme of the
problems, if not all, of concurrepcsuch as Jea, C#, and Ada.But it is quite tricly to avoid problems with
memory models for such a language as is shown in [8] and [7] ¥ey && in [1] and [2] for a C++
standard.

In section 2 we summarize our previous work on concurrent models for funetmutien. We extend this
work with concurrent models for objecteeution in section 3.

2. Computational modelsfor functions

In [6] we developed a framwork of computational models at differentvés of abstraction for the
concurrent recution of functions. The delopment of the frameork started with the traditional
sequential xecution model for functions from which a sequential computational model was obtained by
abstracting from the details of function call implementatiBarther abstraction from the way a function is
scheduled foryecution led to an abstract computational model thatvallfor the concurrentxecution of
functions (Figure 2).
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Figure2. Framavork of computational models



This approach shows that with abstraction and relaxing constraints, a modescfaian of functions can
be obtained in which function scheduling playseg lole. Thismodel has as a possible implementation
inline scheduling, the original stack-based functigecetion model the delopment of the frameork
started with. But more important, this model allows for the concurreetugion of functions, and
therefore it can be used as a model for the implementation of concurrerdrsofthheframevork of
computational models at differentvébs of abstraction can be used for furthevallgoment of concurrent
computational models that deal with the problems inherent with concurrenc

3. Computational modelsfor objects

The traditional sequentialxecution model for objects is based on the traditional sequentalion
model for functions.In this model it seems that the objects are retw@ed, but the methods of the objects
are eecuted, and in a similar manner as functioMe w@uld therefore use the same framek of
computational models for the methods of objects as the oretoded for functions (Figure 2)This
frameawork then allows for the concurrerteeutions of methods.

We @an extend the frammork so that it allows for the concurrenteeution of objects.For this we hae

see that the scheduler for the methods has t@ magkntext switch to the object a method belongs to.

this framevork the contgt switch is done inline with the scheduling of a method, similar to the inline
scheduling of functions in the sequential computational model for functidpparently the contet

switch is the scheduling of the object. Separating the scheduling of objects from the scheduling of methods
gives us a sheduler for objects where each object takes care of the scheduling of its methods.

With this, we abstracted from Wwabjects are scheduledihe result is a computational model that\alo
for the concurrentxecution of objects.In this model, each object decidessnio schedule its methodgOf

course, the scheduling of methods can be inline and thus limiting congutoedajects only From this
model we can implement the abstract computational model that allows for the concxecetioe of
functions or methods, but we can also implement a model that allows for the concxeperior of
objects in which each object decideswtio schedule its methods.

What has been a call of a method for a particular object in the sequgetiatien model has wobecome
a request to that objectHdow the object handles the request is not important, and so we can abstract from
this.

4. Conclusions

In this article we extended the frawmrk of computational models for functiomeeution into a frameork

of computational models for objeckeeution. Thisframewvork allows for the concurrentxecution of

objects where each object controls the scheduling of its own methods. Thisvfranoan be used as

model for the implementation of software where the saftwmay be object-oriented or function-oriented.

The type of scheduling in the implementation of the system or part of the system at hand can be chosen
such that there can be made full use of the capabilities of the underlying machine froelehain
advantage is that the problems inherent with concuyreant be dealt with at the rightid of abstraction.
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